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Abstract—The pandemic of Coronavirus disease (COVID-19)
has become one of the main causes of mortality over the world.
In this paper, we employ a transfer learning-based method
using five pre-trained deep convolutional neural networks (CNN)
architectures fine-tuned with an X-ray image dataset to detect
the COVID-19. Hence, we use VGG-16, ResNet50, InceptionV3,
ResNet101 and Inception-ResNetV2 models. The purpose consists
of classifying the input images into three classes (COVID-19 /
Healthy / Other viral pneumonia). The results of each model are
presented in detail using 10-fold cross-validation and comparative
analysis has been given among these models by taking into ac-
count different elements in order to find the more suitable model.
To further enhance the performance of single models, we propose
to combine the obtained predictions of these models using the
majority vote strategy. The proposed method has been validated
on a publicly available chest X-ray image database that contains
more than one thousand images per class. Evaluation measures of
the classification performance have been reported and discussed
in detail. Promising results have been achieved compared to state-
of-the-art methods where the proposed ensemble model achieved
higher performance than using any single model. This study gives
more insights to researchers for choosing the best models to
accurately detect the COVID-19 virus.

Index Terms—COVID-19, CNN, Transfer learning, Ensemble
model, X-ray images

I. INTRODUCTION

Since the spread of COVID-19, the real-time polymerase
chain reaction (RT-PCR) was the more popular technique
applied to detect this virus. Despite the good performance
achieved by this technique, it still has many problems like
time-consuming, false negative results, and its expensive price
[1]. Since the mortality cases with COVID-19 is constantly
increasing, the aforementioned drawbacks of RT-PCR test
could further complicate the situation. Recently, deep learning
techniques to detect and diagnose the COVID-19 have become
an active research area using X-ray images or (Computerized
Tomography) CT scans [2]. Their high performance achieved
using many deep learning models motivated the researchers
to adopt this novel technique to prevent against the COVID-
19 pandemic. Besides the high performance, deep learning-
based techniques are very fast compared to RT-PCR test [3].
Therefore, we propose in this paper various deep learning
based-strategies to deal with the COVID-19 detection and
diagnosis using publicly available dataset of X-ray images.
The remainder of the paper is structured as follows: in Section

II, we present the related works. Section III explains the
contribution of the paper. The proposed method is presented
in detail in Section IV. Experimental results and comparative
study are reported in Section V. Conclusions end the paper.

II. RELATED WORKS

Few weeks after the propagation of COVID-19 pneumonia,
many works to detect the virus from radiography imaging
are carried out using deep learning-based techniques. Among
these techniques we can find ”traditional deep learning
methods” that aim to train deep models from scratch using a
specified labeled dataset. Since the appearance of the COVID-
19 pandemic, some datasets have been introduced to allow
researchers to test their models. For example, Zheng et al. [4]
trained a supervised deep learning model. The segmentation
of the lung region is applied using Unet model from CT-
scans. Other methods based on ”deep features extraction”
where the deep pre-trained models have been widely used
as feature extractors, in which the last convolutional layers
or the fully connected layers are used to feed a machine
learning classifier. For example, Ismael et al. [5] applied five
pre-trained models including VGG-16, ResNet18, ResNet50,
ResNet101, and VGG19 to train an SVM classifier. Different
kernel functions are then used in the SVM classification stage
such as Linear, Quadratic, Cubic, and Gaussian kernels. An
other method used AlexNet-based features to feed an SVM
classifier is introduced in [6]. In this work, the deep features
are extracted from the fully-connected and convolution layers.
Another method proposed by Rahimzadeh et al. [7] aims
to combine the deep extracted features from Xception [8]
and ResNet50V2 [9] networks. A global feature vector is
then generated to train a classifier. From another point of
view, to be able to make a real time detection of COVID-
19, training a deep model from scratch has many problems,
especially the insufficiency of representative data and also it
is time-consuming and requires high performance machines.
In this case ”transfer learning (TL)” were the most useful
technique to figure out train time and data troubles. TL is
one of the deep learning approaches that consists of reusing
a pre-trained model for one job to accomplish another one
in the same domain of missions. By way of example, Vaid
et al. [10] applied a transfer learning method using VGG-16
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pre-trained model. They used a labeled frontal X-ray images
dataset of patients from different countries around the word.
The particularity of the used dataset lies in the additional
information of each patient such as location, old and gender.
Das et al. [11], however, used the extreme version of Inception
(Xception) model, in order to develop an automated deep
transfer learning to detect COVID-19 pneumonia in X-ray
images. Transfer learning has also been used to classify the
CT scans of lungs into COVID-19 or NORMAL cases as
presented in [12]. Four pre-trained models are then used
including ResNet18, ResNet50, ResNet101, and SqueezeNet.
A different transfer learning-based method using the DetRaC
model is presented in [13]. The combination of TL and the
DetRaC model makes the proposed method able to deal with
any irregularities in the image dataset by investigating its
class boundaries using a class decomposition mechanism. Au-
thors in [14] used eight pre-trained models namely, AlexNet,
VGG-16, GoogleNet, MobileNet-V2, Squeezenet, ResNet34,
ResNet50 and InceptionV3. They evaluated the pre-trained
models with X-ray illustration taken from covid-chestxray-
dataset [15].
To deal with the lack of grand amount of labeled datasets,
”generative models” have been widely used to generate new
images using the existing ones. Many strategies have been
carried out such as flipping the image horizontally of vertically,
zooming in or out. For example, Loey et al. [16] proposed a
model of two axis, the first one about the data augmentation
using common techniques across Conditional generative ad-
versarial network (CGAN), the second axe is about deep TL
model, which is formed of five model, named as following:
AlexNet, VGG-16, VGG-19, GoogleNet and ResNet50. All of
these models are fine-tuned with COVID-19 CT-image dataset.

III. CONTRIBUTION OF THE PAPER

A transfer learning-based technique is applied in this paper
to detect COVID-19 virus using labeled datasets of X-ray
images. To avoid training a deep CNN from scratch on a
limited labeled dataset, we propose in this paper to carry out a
transfer learning technique using five pre-trained models and
acquired data only to fine-tune them. This is very useful when
the data is abound for an auxiliary domain, but very limited
labeled data is available for the domain of experiment. Figure
1 presents our proposal overview.

We opted for the following pre-trained models: VGG-16,
ResNet50, InceptionV3, ResNet101 and Inception-ResNetV2.
This choice is based on the diversity of these models, the
difference of their architecture as well as their structure. A
comparative study is then conducted between these models in
terms of training accuracy, loss accuracy, validation accuracy
and validation loss during the training stage. A confusion
matrix is then generated after the classification of test sam-
ples. Other performance measures are computed to show the
efficiency of each model (e.g. recall, precision, F-score). The
difference between the applied models can be useful in our
second step where their outputs will be combined using an
ensemble learning technique (also called ensemble model)

using the majority vote strategy. This combination enhances
the classification performance of the non-learned samples
compared to the obtained rates using each pre-trained model
separately.

IV. THE PROPOSED METHOD

A. Pre-trained models

In this Section, we present the architecture of the five
models that we used in our TL system. These models are
pre-trained on ImageNet database [17].

• VGG-16: [18] is trained on the very large ImageNet
dataset which has over 14 million images and 1000
classes. It contains 16 layers including 13 convolutional
layers, 3 dense layers and 5 Max Pooling layers. Each
convolutional layer is 3×3 layer with a stride size of 1
and the same padding. The pooling layers of VGG-16 are
all 2×2 pooling layers with a stride size of 2. Figure 2
presents modified VGG-16 architecture as an example of
TL.

• ResNet50: ResNet50 is a variant of ResNet pre-trained
model on ImageNet dataset which has 48 Convolution
layers along with 1 MaxPool and 1 Average Pool layer.
It has 3.8× 109 Floating points operations [19].

• ResNet101: Anther variant of ResNet deep neural net-
work series, trained on more than a million images from
the ImageNet database [20]. It consists of 101 deep layers
with identity connection between them.

• Inception-ResNetV2: A CNN that builds on the Incep-
tion family of architectures [21]. Its architecture combines
the Inception architecture with residual connections. This
CNN contains 164 deep layers trained on ImageNet
dataset and is able to classify images into 1000 classes.

• InceptionV3: presented by google is the third version
of Inception DL convolution architectures, with 42 deep
layers contain Convolution layer, AvgPool, MaxPool,
Concat, Dropout, Fully Connected layer and Softmax
activation function [22]. The input layer size of this model
is different from the other models (299×299×3 instead
of 224× 224× 3).

B. Transfer learning

We aim to transfer the acquired information from the CNN
models pre-trained on ImageNet dataset to our specific task.
The issue that needs to be addressed is the highly dependance
of these models on the initial dataset, whereas our Chest X-
ray images are different. Consequently, the generalization of
the network will be poor since the extracted features from the
large amount of data are not inadequate to represent our target
images (to feed a classifier or softmax function). The solution
consists of fine-tuning the pre-trained models on our Chest
X-ray images dataset that is a very small dataset compared to
the ImageNet. In other words, pre-trained CNN structures are
updated to suit our classification task. This strategy is generally
much faster than the traditional training of the CNN model
from scratch with arbitrary weights. For example, using VGG-
16, the total number of parameters after training is 14,789,955.
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Fig. 1: Overview of the different steps of our proposal.

Fig. 2: The modified VGG-16 network architecture.

The number of trainable parameters is 75,267 which is very
small compared to 14,714,688 of non-trainable parameters.

C. Deep ensemble learning

To enhance the classification performance, we exploit the
different architectures of the five pre-trained models and we
fuse their outputs to make a global decision. Thus, we propose
to apply a majority voting strategy as an ensemble learning
stage. We then use the combination of 5 and 3 models,
respectively using the output of the last epoch (30) of the 10th

training fold. The obtained results are presented and discussed
in detail in the following section.

V. EXPERIMENTAL RESULTS

All the experiments were performed on Windows 7 operat-
ing system 64 bits the TensorFlow/Keras framework of python
language. The implementation of our proposal is provided by
Google Colaboratory Notebooks. The obtained results by each
pre-trained model, and using the deep ensemble model strategy
are presented in the following.

Fig. 3: X-ray images from COVID19 Radiography Database
[23].

A. Database description

COVID19 Radiography Database [23]: contains 3616
COVID-19 positive cases along with 10,192 Healthy, 6012
Lung Opacity (Non-COVID lung infection), and 1345 Viral
Pneumonia images. In this work, we carry out 3 class clas-
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sification (COVID-19, Healthy and Viral pneumonia). Some
scans from this database are shown in Figure 3.

B. Method performance

The 10 fold-cross validation setting is applied using the 4th

version of COVID19 Radiography Database. It is randomly
split into training and test datasets. The initial learning rate is
of 0.0003 and cross entropy loss. The models are trained for
30 epochs where the batch size is 32.

In the following, we show the training performances (accu-
racy and loss) as well as the validation performances using the
three best models including Inception-ResNetV2, VGG-16 and
InceptionV3, respectively. The performance during the fold 1,
6 and 10 are displayed in detail in Figure 6. These curves show
that using VGG-16 architecture, the highest training accuracy
is observed 98.85% in epoch 7 where the highest validation
accuracy is 99.65% in epoch 24. The loss is 0.0324 and 0.024
at epoch 30 of training and validation respectively. All the
reported results are put out from fold 10.

On the contrary, Inception-ResNetV2 achieved higher train-
ing accuracy compared to VGG-16 by 99.46% in epoch
29. The highest validation accuracy is 100%. Training and
validation loss are respectively 0.026 and 0.005 (See Figure 7).
Although the initial loss value of Inception-ResNetV2 is very
high compared to that of VGG-16 (1.00 vs 0.2), the previous
values show that Inception-ResNetV2 is more efficient during
the training and validation stages compared to VGG-16 over
all the epochs of the 10th fold. InceptionV3, however, is the
third best model among the five models (See Figure 8).

More details about the performance measures of the best
three models as well as the two remaining ones (ResNet50 and
ResNet101) are shown in Table I. According to the displayed
values of precision, recall, and F-score, ResNet101 is slightly
better than ResNet50. This performance can be clearly seen
in the confusion matrix of these models. Figure 4 shows that
ResNet101 has less false classifications. From the same Figure,
we can also notice that false classified samples of VGG-16
and Inception-ResNetV2 are very limited compared to the two
previous models. This explains the very high rates registered
as recall, precision and F-score.

The use of ensemble learning, however, enhances all the
previous performances using the combination of the three
and five models’ outputs as shown in the Table I. Using this
strategy, we achieve 1.00 of precision, recall and F-score when
dealing with the COVID-19 classes. Compared to recent state-
of-the-art methods, our proposed methods achieved higher
classification rate of the test set by 0.96 using the ensemble
model of the combination (VGG-16+ResNet50+ResNet101).

C. Discussions

The experimental study proves that the TL is one of the best
deep learning techniques to efficiently detect the COVID-19
using X-ray images.

The obtained results show that the ensemble models enhance
the classification performance of the fine-tuned CNNs. This
paper proposes five pre-trained models that give promising

(a) VGG-16 (b) IncResV2

(c) InceptionV3 (d) ResNet50

(e) ResNet101

Fig. 4: Confusion matrix of the pre-trained models. Label 0
refers to COVID-19 class, label 1 refers to Healthy class,

and label 2 refers to the VP.

(a) 5 models (b) 3 models

Fig. 5: Confusion matrix of the majority vote prediction. (a)
refers to all the five models. (b) refers to the following three

models: VGG-16, ResNet50 and ResNet101.

results which are still competitive to those of the state-of-the-
art method. The TL strategy using the combination of the best
models outperforms the other methods and gives 0.98 accuracy
of test images. The high performances achieved are explained
by the fact that TL is suitable since the first CNN layers learn
low-level features. These features and mostly invariable from
a classification task to another (i.e. edges). The fine-tuning
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(a) Fold 1 acc (b) Fold 6 acc (c) Fold 10 acc

(d) Fold 1 loss (e) Fold 6 loss (f) Fold 10 loss

Fig. 6: Training and validation accuracy / loss using VGG-16.

(a) Fold 1 acc (b) Fold 6 acc (c) Fold 10 acc

(d) Fold 1 loss (e) Fold 6 loss (f) Fold 10 loss

Fig. 7: Training and validation accuracy / loss using Inception-ResNetV2.

provides specific features of the target domain such as COVID-
19 detection.

VI. CONCLUSION

Since the epidemic is still fast-spreading, the proposed
method seems to be a good solution to early diagnose the virus.
We fine-tuned five pre-trained CNN models to our COVID-
19 dataset of X-ray images. High classification performances
have been achieved especially with VGG-16 and Inception-
ResNetV2. Slightly lower performances have been achieved
using the other models. This transfer learning technique re-
duces considerably the training cost compared to learning from
scratch that becomes an amassed technique. To exploit the
different features extracted by each model, we proposed to
combine their outputs to find a global decision through a
majority voting strategy. This strategy further enhances the

performance of the proposed transfer learning-based method.
In future work, we look at the application of Graph neural
network along with CNNs to improve the performance and
reduce the computation time.
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(a) Fold 1 acc (b) Fold 6 acc (c) Fold 10 acc

(d) Fold 1 loss (e) Fold 6 loss (f) Fold 10 loss

Fig. 8: Training and validation accuracy / loss using InceptionV3.

TABLE I: Performance of 5 fine-tuned CNNs and ensemble learning with X-ray images of COVID-19, Healthy and VP cases.

Model / measure Precision Recall F-score Accuracy
Class COVID Healthy VP COVID Healthy VP COVID Healthy VP Test set
VGG-16 0.98 0.96 0.95 1.00 0.94 0.95 0.99 0.95 0.95 0.96
ResNet50 0.91 0.92 0.81 0.95 0.79 0.89 0.93 0.85 0.84 0.88
ResNet101 0.95 0.92 0.82 0.94 0.85 0.91 0.94 0.88 0.86 0.90
Inception-ResNetV2 1.00 0.94 0.96 0.97 0.97 0.94 0.98 0.95 0.95 0.96
InceptionV3 0.99 0.90 0.95 0.98 0.96 0.90 0.99 0.93 0.92 0.95

All five models 0.94 0.95 0.93 0.99 0.92 0.93 0.97 0.94 0.93 0.94
VGG-16+ResNet50+ResNet101 1.00 0.98 0.98 1.00 0.98 0.98 1.00 0.98 0.98 0.98
Pham et al. [24] / / / / / / / / / 0.96
Cavallo et al. [25] / / / / / / / / / 0.91
Rajpal et al. [26] 0.99 0.91 0.94 0.96 0.96 0.92 0.97 0.93 0.93 0.94
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Abstract—Diffusion Magnetic Resonance Imaging (dMRI) pro-
vides a promising way for estimating the neural fiber pathways
in the human brain non-invasively via White Matter (WM)
tractography process. The fibers classification generated by
tractography into meaningful bundles is of general interest in
neuroscience. It produces a quantitative description of the brain
connection, applied in the study of brain disorders. However, fiber
classification is a hard task due to the huge size of tractography
dataset and his complexity. We propose a deep-learning approach
for WM fiber classification based on estimating local 3D fiber
shape properties. In our approach, we consider WM fibers as
3D point clouds and we directly estimate local shape properties
such as normals (both unoriented and oriented) and curvature
from raw point clouds. The performances of our method are
demonstrated by experimental results using real WM fiber
dataset.

Index Terms—White Matter fiber, Diffusion Magnetic Reso-
nance Imaging, deep learning, 3D point clouds, Shape classifica-
tion.

I. INTRODUCTION

Diffusion Magnetic Resonance Imaging (dMRI) [2], [1],
is a non-invasive and in-vivo modality extensively used for
the study of brain tissue microstructure and WM connection
structure. The dMRI data enable measurement of the neural
fibers trajectory using computational methods called tractog-
raphy [3], [4]. Tractography methods trace these trajectories
by following probable fiber orientations.

The analysis of dMRI tractography dataset is of very
important interest, generating a quantitative description of WM
connections called ”connectome”. Two popular categories of
methods were proposed in the literature. The first category,
parcellation-based segmentation methods, that divided fibers
according to the cortical anatomical regions, that they con-
nect [5].

The second one is the classification of fibers by measuring
their property or properties. The pairwise similarity between
fibers was calculated and stored in a matrix [6], [7]. However,
the first category of methods requires extensive knowledge
about complex 3D WM fibers anatomy and intensive user
interaction. The second category, although it is fully automatic,
it stays a very complicated task due to the huge size of the WM
tractography dataset and its composition by various fibers with
complex geometries; with different shape, size, and density.

On the others hand, several methods have been proposed
for analyzing and processing 3D shapes by building on the
success of deep learning methods. These methods are based
on the notion that the solutions to many problems in geometric
data analysis can benefit from large data repositories. Many
learning-based approaches are aimed at estimating global
properties for tasks such as shape classification and often
are based either on 2D projections (views) of 3D shapes or
on volumetric representations [8]. However, several methods
have also been proposed for shape segmentation [9] and even
shape correspondence [10], [11], among many others. In recent
years, few approaches have been proposed to directly operate
on point clouds. The approaches of Boulch et al. [12] and Qi
et al. [13] propose an architecture for estimating unoriented
normals on point clouds by creating a Hough transform-based
representation of local shape patches and using a convolutional
neural network for learning normal directions from a large
ground-truth corpus. While not projection based, this method
still relies on a 2D-based representation for learning and
moreover loses orientation information, which can be crucial
in practice. More recently, the PointNet architecture [13] has
been designed to operate on 3D point clouds directly. This
approach allows to estimate properties of 3D shapes without
relying on 2D projections or volumetric approximations. The
original architecture is purely global, taking the entire point
cloud into account, and has since then been extended to a
hierarchical approach in a very recent PointNet++ [13], which
is designed to better capture local structures in point clouds.
The authors in proposed PCPNet method which is based on
the original PointNet architecture, but rather than using it for
estimating global shape properties for shape classification or
semantic labeling, as has also been the focus of PointNet++
[13], it was used explicitly for estimating local differential
properties including oriented normals and curvature. In this
work, we propose a new deep learning architecture using an
adaptation of PCPNet method [14] to directly learn local prop-
erties (normals and curvatures) using groundtruth white matter
bundle atlas and we extend it by adding several fully connected
layers to classify the WM fibers from new subjects. Our
approach allows computing local feature vectors that describe
the local neighborhood around a fiber point. These features are
better suited to estimate local fiber properties. The originality
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of this work is that the WM fibers are considered as 3D point
cloud series. The paper is organized as follows: In Section II,
we present the concept of the method. Section III introduces
the datasets, used to train our model and validate the proposed
method, and contains extensive experiments demonstrating the
efficiency of our method. Section V concludes the paper.

II. METHODOLOGY

A. Deep Learning on White Matter Fibers

1) Geometric Features Estimation: Given a brain point
cloud P = p1, ....., pN , the PCPNet [14] method is applied
to a set of points of interest for each fiber P r

i ∈ P composed
a bundle. We then estimate local shape properties at these
points of interest for all fibers of the bundle. The network
learns a set of k non-linear functions in the local fiber
neighborhoods, which can intuitively be understood as a set
of density estimators for different regions of the fiber. These
give a k-dimensional feature vector per fiber that can then be
used to regress various local features. The PCPNet method
estimated the local fiber properties, such as normal ni and
principal curvature values k1i and k2i at the points of interest.
Our network takes a fixed number of points by fiber as input.
The fibers were down sampled to have the same number of
point, we choose 100 points by fiber.

2) Deep Learning Architecture: Our architecture follows
the PCPNet framework, with two changes: We add the fully-
connected layers to organize the 3D points of fibers in bundle
and we used the max-pooling layers to concatenate multiples
learned features and to summarize the statistics of each fiber.
Our architecture is multi-scale. We input all bundles of interest
and we triple the number of point functions to apply each
function to a bundle. The sum, is computed over each bundle
separately. This results in nine-fold increase in patch features
H , which are then used to regress the output properties. Our
architecture is composed by the following layers:

Second Spatial Transformer layers: The Second Spatial
Transformer (STN) layers were used for the transformation
as a fully connected layer with weights that are computed
from the feature vectors g of all points of interest in the
fiber. The STN layer operates on the feature vector gj =
(g1(pj), ...., g64(pj)), giving a 64× 64 transformation matrix.
This introduces global information into the point functions and
increasing the performance of the network.

Point functions and symmetric operation layers: One im-
portant property of the network is that it should be invariant to
the input point ordering. It can be achieved by applying a set
of functions h1, ..., hk with shared parameters to each point
of fiber separately and then combine the resulting values for
each point using a symmetric operation:

Hl(P
r
i ) =

∑
pj∈P r

i

hl(pj) (1)

Hl(P
r
i ) is then a feature of the fiber and hl are called point

functions; they are scalar-valued functions, defined in the in
the local coordinate frame of the fiber. The functions Hl can

intuitively be understood as density estimators for a region
given by hl. Their response is stronger the more points are
in the non-zero region of hl . We used the max-pooling to
give our point functions a simple conceptual interpretation as
density estimators. The point functions hl are computed as:

hl(Pj) = (MLP2 ◦ STN2)(g1(pj), ...., g64(pj)) (2)

where MLP2 is a three-layer fully-connected network and
STN2 is the second spatial transformer. The functions g
can be understood as a less complex set of point functions,
since they are at a shallower depth in the network. They are
computed analogous to h.

Fully connected layers: In a trained model, the bundle
feature vector Hj = (Hl(P

r
i ), ....,Hk(P

r
i )) provides a rich

description of the bundle. We used a fully connected layer to
perform classification on the learned shape features from 3D
point cloud of the entire brain.

III. EXPERIMENT

In this section, we studied the WM fibers classification re-
sults accuracy and effectiveness, through various experiments
performed on the training and testing datasets. To evaluate the
impact of our method improvement, we compared our method
with others methods in the literature.

A. Real Datasets

Training database: We used for training reference bundles
called bundle atlas composed by 72 major high quality bundles
semi-automatically generated from 105 Human Connectome
Project (HCP) subjects [15]. This bundle atlas is openly
available: https://doi.org/10.5281/zenodo.1088277. Those ref-
erence bundles are used as labels for training and learning
shape features of bundles. The following bundles are included:
Arcuate fascicle (AF), Anterior thalamic radiation (ATR),
Commissure anterior (CA), Corpus callosum (Rostrum (CC1),
Genu (CC2), Rostral body (CC3), Anterior midbody (CC4),
Posterior midbody (CC5), Isthmus (CC6), Splenium (CC7)),
Cingulum (CG), Corticospinal tract (CST), Middle longi-
tudinal fascicle (MLF), Fronto-pontine tract (FPT), Fornix
(FX), Inferior cerebellar peduncle (ICP), Inferior occipito-
frontal fascicle (IFO), Inferior longitudinal fascicle (ILF),
Middle cerebellar peduncle (MCP), Optic radiation (OR),
Parieto-occipital pontine (POPT), Superior cerebellar peduncle
(SCP), Superior longitudinal fascicle I (SLFI), Superior lon-
gitudinal fascicle II (SLFII), Superior longitudinal fascicle III
(SLFIII), Superior thalamic radiation (STR), Uncinate fascicle
(UF), Thalamo-prefrontal (T-PREF), Thalamo-premotor (T-
PREM), Thalamo-precentral (T-PREC), Thalamo-postcentral
(T-POSTC), Thalamo-parietal (T-PAR), Thalamo-occipital (T-
OCC), Striato-fronto-orbital (ST-FO), Striato-prefrontal (ST-
PREF), Striato-premotor (ST-PREM), Striato-precentral (ST-
PREC), Striato-postcentral (ST-POSTC), Striato-parietal (ST-
PAR), Striato-occipital (ST-OCC).
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Testing database: We selected 10 subjects from the HCP
dataset to construct testing database. The corresponding dMRI
images have 1,25 mm isotropic resolution and 270 gradient
directions with 3 b-values (1000, 2000, 3000 s/mm2) and
18 b = 0 images [15]. The multi-shell constrained spherical
deconvolution was used to extract the fODF and anatomically
constrained probabilistic tractography (iFOD2) for the whole
brain was performed using MRtrix [16] to generate 10 trac-
trography datasets. each one contains 10 million fibers with
a minimum length of 40mm. These fibers were classified on
bundles using our framework.

B. Training and classification

Firstly, our network learned bundle point cloud shape fea-
tures from training database and established the bundle model.
Secondly, this model bundle was used to classify WM fibers
from testing tractography database on anatomical bundles. Our
network was trained jointly to output normals and curvatures at
the same time. We trained our multi-scale network with 1024
point functions h. We selected point of interest randomly for
each fiber. We trained for up to 2000 epochs on our dataset, or
until convergence. All our training was performed in PyTorch
using stochastic gradient descent with batch size 64, a learning
rate of 10−4 and 0,9 momentum.

C. Qualitative evaluation

To appreciate the relative quality of the WM bundles
obtained with our method, we selected 5 bundles in both
hemisphere (left and right), with different shapes. These
bundles were obtained with our classification network from
different subjects in the testing tractography database. The
following bundles are included: The right cingulum (CG-R),
the left Corticospinal (CST-L), the right Fornix (FX-R), the left
Inferior Longitudinal Fascicle (ILF-L) and Superior Thalamic
Radiation (STR-L). The figure 2 shows qualitative results for
classification of some bundles with different shape colored
according to their unoriented normals. We can see clearly
from this figure 2 that the point of interest summarizes the
skeleton of the shape. We also see that the CST-L bundle
is well constructed by our method, so it is among the rare
methods, that succeed the good CST bundle extraction, due
to his shape resemblance with their neighbors bundles. We
observe a good classification of the other bundles.

We compared our network normal prediction results to the
ground-truth normals computed from bundles of the training
database (figure 1). We observe a reasonable normal recon-
struction. Our predictions are more smooth and continuous
than the ground-truth which includes flipped normal directions
in some region.

D. Quantitative evaluation

In this section, we compare our classification network with
two traditional methods FiberNet [17] and RecoBundles [18].
The FiberNet [17] is based on a similar concept that our
method and used Convolutional Neural Network (CNNs) to
learn shape features of the fiber bundles, then used it to

(a) CA: Ground-truth (b) CA: result bundle

(c) IFO-L: Ground-truth (d) IFO-L: result bundle

Fig. 1: Our network normal reconstrution results. In the first
column we show the reconstructed normals for the points of
interest in two classification result bundles and in the second
column we show ground-truth normals computed on training
database

classify WM fibers from other subjects. The architecture of
FiberNet was implemented using TFLearn library 1, based on
two convolutional layers with 32 and 64 feature maps with are
rectified linear units (ReLU) as non-linearity inducing func-
tions and the hyperbolic tangent function (tanh). To prevent
overfitting, the authors used 80% dropout. The RecoBundles is
fibers-based method proposed in [18] to extract corresponding
bundles given by an atlas from tractography dataset. We used
the default RecoBundles parameters; reductionthr = 20,
clusterthr = 15 and pruningthr = 8.

The table I shows results obtained with leave-one-out cross-
validation accuracy for ten bundles chosen randomly from
the testing database. Our method achieved the best and high
accuracy in most bundles, with a mean accuracy of 85.2% .
This result proves the capacity of our method to effectively
assign the fibers to their coherent bundles. Nevertheless, the
FiberNet achieved better accuracy compared to RecoBundles,
with a mean accuracy of 75% and 71.3% respectively.

IV. CONCLUSION

In this study, we have presented a deep-learning approach
for WM fiber classification based on estimating local 3D fiber
shape properties. We considered WM fibers as 3D point clouds
and we directly estimate local shape properties from raw point
clouds. Various experiments were performed on the real HCP,
allowing extraction of 72 WM bundles. Our method was a
solution approximating the optimal and the most reasonably
stable results across all experiments. This work demonstrated
the advantages of using the deep learning methods in the WM
classification, we plan to test other more recent methods in this
contexte, such as PC-Net [19] and including other WM fiber
features such as orientation, which may increase our method
results accuracy.

1http://tflearn.org/
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(k) CG-R (l) CST-L (m) FX-R (n) ILF-L (o) STR-L

Fig. 2: Qualitative results for classification of some bundles with different shape colored according to their unoriented normals,
chosen randomly from testing database. First row is input point cloud bundles of reference (ground-truth). second row is bundle
points of interest. Bottom row is output classification results.

TABLE I: Accuracy results obtained for ten bundles chosen randomly from the testing database, with our method RecoBundles
and FiberNet.

`````````Method
Bundles Mean CST ILF IFO CG FX SLF MCP AF ATR OR

Our method 0.852 0.860 0.910 0.905 0.878 0.745 0.853 0.840 0.872 0.780 0.886

FiberNet 0.750 0.811 0.840 0.835 0.758 0.655 0.566 0.751 0.861 0.695 0.730

RecoBundles 0.713 0.752 0.688 0.701 0.738 0.665 0.732 0.780 0.719 0.670 0.689
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Abstract—Coronavirus Disease (COVID-19) pandemic has be-
come an increasing threat to human life. Although Convolutional
Neural Networks (CNN) have achieved reliable results to auto-
matically detect the virus, they are still suffering from some draw-
backs. CNNs are not robust against scale and rotation variations
which may cause false classifications. Vision transformer (ViT)
has recently demonstrated its potentials in image processing and
achieved competitive results where CNN’s problems are solved.
Specifically, ViT appears to demonstrate excellent performance
in image processing and classification when trained on sufficient
data, outperforming a comparable state-of-the-art CNN with
less computational requirements. Therefore, we propose in this
paper to apply for the first time a ViT-based technique for
COVID-19 detection. Two transfer learning modes have been
conducted and tested, the simple fine-tuning (also called non-
trainable mode) and the semi-trainable mode along with different
two ViT architectures including ViT-B16 and ViT-B32. Finally,
2-class and 3-class classification methods are tested. Very high
classification rates have been achieved compared to classical
CNN-based methods.

Index Terms—COVID-19, ViT, Transformer block, CNN, Self-
attention, Transfer learning.

I. INTRODUCTION

Coronavirus is a fast-spreading contagious disease that
infects the respiratory system especially the lungs. During the
last two years, it has caused a healthcare crisis worldwide.
Despite the good detection results of the traditional reverse
transcription-polymerase chain reaction (RT-PCR) to detect
this virus, it is still has many limitations since it is not fast, and
it can occur false-negative results [1]. Therefore, detecting the
virus using radiology imaging and deep learning techniques
has become the best solution that can replace RT-PCR.

Convolutional Neural Networks (CNN) are becoming more
and more used to detect the virus due to their high performance
that can solve the RT-PCR drawbacks [2]. One of the more
challenging problems for COVID-19 detection using CNNs
is the lack of training data that considerably restrains the
power of deep-learning-based techniques as in other image
classification tasks. Specifically, the majority publicly avail-
able databases contain a limited number of samples from
COVID-19 suspected cases and do not contain sufficient data
of these cases. Therefore, in order to avoid blending suspected
cases with real COVID-19 cases with the considerable increase
of the former cases, it has become a highly needed task to

diagnose the suspected cases to classify them according to
their pneumonia, and distinguish them from real COVID-19
cases.

Recently, many researchers proposed to automatically detect
the virus using machine and deep learning approaches with
different strategies. The following surveys can be referred to
[3]–[5]. Many drawbacks have been noticed when dealing
with deep learning-based techniques such as their sensitivity to
scale and rotation variations. Based on self-attention architec-
tures, vision transformer becomes the leading model in natural
language processing (NLP). For NLP, by employing attention
models, i.e. transformers, training speed can be significantly
improved hence enhancing the performance of neural machine
translation applications. For image processing and especially
medical imaging, vision transformers are emerging and start-
ing to show potentials by applying to computer vision tasks,
such as image recognition [6].

The rest of this paper is organized as follows: Section II
presents the related works. The contribution of the paper is
presented in Section III. An overview of our proposal as
well as the main steps of our proposed method are shown
in Section IV. Section V presents in detail the experimental
results. Discussions are presented in Section VI. Conclusions
end the paper.

II. RELATED WORKS

In the last years, deep neural networks have become the
mainstream approach for diseases diagnosis and detection.
Since the spread of COVID-19 in 2020, CNNs have been
widely used to distinguish between positive and negative cases
using different modalities including images and voice.

Transfer learning (TL) is becoming more and more popular
to accurately detect the virus. It consists of transforming the
knowledge of an already trained machine learning model to
a different but related problem. That is to say that TL aims
to employ the knowledge of a model has learned from a
task with a lot of available labeled training data in a new
task that doesn’t have much data. For example, Jaiswal et
al. [7] proposed a pre-trained model DenseNet201 to classify
chest CT images on two classes, as COVID-19 infected or
Not. The proposed model is divided on two parts, the first
is used to extract discriminative features, by using weights
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learned from ImageNet dataset, and the second its used as a
classifier based on fully connected layers, ended by sigmoid
function composed to two neurones. In the work made by
Mamalakis et al. [8], the authors presented DenResCov-19
model, deep transfer learning network to detect the following
diseases : COVID-19, tuberculosis and pneumonia on X ray
images. To improve performance, they combined two models
ResNet50 and DensNet by concatinate four specific block for
each model. Another work presented by Apostolopoulos et al.
[9], five pre-trained models VGG19, MobileNet v2, Xception,
Inception and InceptionResNetV2 have been fine-tuned to
automatic diagnosis COVID-19 on two public datasets, with
two scenarios, the first with two classes normal cases and
affected by COVID-19, in the second they added third class
pneumonia.

Although CNNs are highly efficient in image classification
and pattern recognition tasks, understanding their results is
going to be fruitless endeavor. Vision Transformer (ViT),
however, offers the possibility to divide the images into
patches, providing more interpretability to these sub-images
even during the training process. Also, ViT is more robust
against scale and translation variations compared to CNN-
based architectures. Few methods have employed ViT to
detect the COVID-19 disease, for example, Mondal et al. [10]
proposed to use multi-stage transfer learning using ViT on
CT scans and X-ray images called xViTCOS. They showed
that the ViT gives more interpretability to the learned features
compared to CNN. Also, xViTCOS giver higher accuracy rate

6 erreurs12 avertissements compared to InceptionV3 with
0,96 and 0,946 respectively.

Other methods have only used CT scans with ViT to
detection COVID-19. For example, Gao et al. [11] applied two
different deep learning strategies based on ViT and DenseNet
pre-trained model. As a result; ViT has enhanced the DenseNet
performance when dealing with F1 score from 0,72 to 0,76.

III. CONTRIBUTION

This paper aims to propose new system in order to automat-
ically detect the COVID-19 virus using X-ray images. Despite
the challenging results obtained using deep CNN models
through different settings, they are still sensitive to some
variations such as scale and translation. Hence, we propose
in this paper a transformer vision-based method to deal with
COVID-19 detection with two-class (COVID, normal), and
three-class (COVID, normal, other pneumonia) classification
problems. Hence, we show the efficiency of two different ViT
models already pre-trained on a large amount of data (Ima-
geNet) including ViT-B16 and ViT-B32, and compare it with
the pre-trained ResNet152V2 [12]. To further investigate the
efficiency of each model, we have carried out two scenarios,
the first scenario consists of freezing all the transformer blocks
(non-trainable mode), and adjusting the output layer to 2 or
3 classes. The second scenario, however, aims to train more
block layers and keep the previous layers frozen. Therefore,
we train gradually four blocks and show the efficiency of
the whole model with 2-class and 3-class classification tasks.

Fig. 1: Overview of our proposal.

Since our database is not balanced (viral pneumonia is a
minority class). Therefore, to treat this problem, we have
applied class weight algorithm to avoid biased classification.
Figure 1 presents the overview of our vision transformer-based
COVID-19 detection method.

IV. METHOD OVERVIEW

Our proposed method contains three main steps:

A. Pre-processing

In our approach, we have applied image resizing of
224×224 pixels, and data normalisation that refers to rescaling
pixel values into the range of [0,1].

Moreover, to overcome the overfitting problem and to in-
crease the accuracy by generating new images that we call also
data generation, we applied four methods including translation,
shift, zoom and horizontal flipping.

B. Unbalanced dataset adjustment

Among the problems that we encounter during the
automatic image classification process, especially medical
images, we can find the problem of unbalanced classes. It is
the case when the occurrence of one of the classes is very high
compared to the other classes, results in a biased algorithm
towards the majority class. To overcome this problem,
we have applied in this paper class weights technique, it
consists of giving a weight to each class depending on its
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number of images. Hence, this strategy will penalize the
misclassification made by the minority class by giving them
a higher class weight while giving the majority class a lower
weight [13]. Values of weights are then defined by the Eq.(1) :

Wj =
Nsamples

(Nclasses ×Nsamplesj)
(1)

Where,
- Wj is the weight for each class (j represent the class).
- Nsamples represent the total number of samples.
- Nclasses represent the number of unique classes in dataset.
- Nsamplesj represent number of samples for each class.
The Eq.(2) defines the Categorical Cross-Entropy loss :

CCE = −
C∑
i=1

ti log(f(s)i) (2)

where,
- C represents the number of classes.
- ti refers to the target label for training example i
- f(s)i represents the Softmax function defined by Eq.(3) :

f(s)i =
esi∑C
j esj

(3)

Softmax is an activation function, not a loss, it results into a
vector in the range of [0, 1], the sum of all values is equal to
1, where each value represents a class probability.
After adding the class weight method through the Categorical
Cross-Entropy loss, Eq.(2) is updated and it is given by Eq.(4):

CCE = −
C∑
i=1

Wi.ti log(f(s)i) (4)

Where Wi represents the weight of each class i.

C. Vision transformer-based feature extraction

Vision Transformer has mainly proposed for natural lan-
guage processing in 2017 by Research team of Google [14].
Based on the remarkable success of this new representation
in NLP domain, it has become a very interesting alterna-
tive to CNN models in the field of image processing and
classification thanks to self-attention architectures [6]. One
of the main improvements of ViT compared to CNN is its
reduced use of storage equipment and computation complexity
(more information about the number of parameters of ViT
models are shown in Table I). Accordingly, the performance
on ImageNet has been improved using ViT from 87,54%
to 88,55%. Although the ViT models contain an important
number of parameters as shown in Table I, they are still fast
compared to their CNN counterparts. For these reasons, we
have used in this paper the ViT as the main feature extractor
based on their transformer blocks along with the self-attention
mechanism for COVID-19 detection, and we compare its
performance with ResNet152V2 as a baseline CNN. More
details about the transformer block architecture can be found
in the top left of the overview figure (Figure 1).

The input X-ray image, x ∈ Rd1×d2×C is decomposed of N
image patches, x(i)

p ∈ RP×P×C as shown in Figure 2, where
i ∈ {1, · · ·N}, and each path is of shape P × P in 2-D, C
represents number of channels (e.g. C = 3 for RGB images).

(a) X-ray image (b) Image size: (224 × 224)
Patch size: (16 × 16)
Patches per image: 196

Fig. 2: Example of patches extraction using ViT model.

D. Deep residual feature extraction

For the sake of completeness, and to compare the pro-
posed ViT-based model, we have chosen the pre-trained
ResNet152V2 [12] that is one of the last ResNet models. This
model contains hundreds of CNN layers, it has shown very
high performance in image classification tasks. The advantage
of this model comparing to other CNNs is that it doesn’t
have important generalization difficulties. Moreover, with very
important number of layers, it is still accurate.

E. Training modes

We present in this section the two training modes along with
ViT and ResNet152V2 models.

a) Non-trainable mode: Consists of freezing all the
transformer blocks where the last part of the network archi-
tecture is modified. Accordingly, we replace the last fully
connected layer by a multi-layer perceptron composed of
three layers: the first layer contains 256 nodes, the second
contains 128 nodes and the last one contains 2 or 3 nodes
representing (COVID-19, Normal) and (COVID-19, Normal
and Viral pneumonia) respectively. This proposal aims to apply
the transfer learning with a simple fine-tuning stage at the last
part of our ViT-based model as well as the CNN of reference
to compare with (i.e. ResNet152V2). The Softmax function is
then used to produce the output of model in the range of [0,1].

b) Semi-trainable mode: In this mode, we freeze all the
first blocks and we gradually train the last four blocks to
carry out the transfer learning with a four-levels semi-trainable
mode. Next, we adjust the last fully connected layer (1000
nodes) of each model by replacing it with a fully connected
layer of 2 nodes or 3 nodes according to our classification
task (2 or 3 classes) followed by a Softmax function to make
a final decision. It is worth mentioning that in this mode, we
don’t add more fully connected layers contrary to the first
mode. This strategy is explained by the fact that the four-
levels semi-trainable mode is sufficient to accurately fine-tune

15



TABLE I: Number of trainable parameters (in million)
according to the number of the used layers on semi-trainable

mode of each Model.

Number of trainable Blocks 1 2 3 4 Total

Models ViT-B16 7 14 21 28 85,8
ViT-B32 87,4

the model to our target dataset compared to the first mode in
which we freeze all the blocks.

V. EXPERIMENTS

We have conducted our experiments on Colab PRO envi-
ronment using GPU Tesla P100-PCIE-16GB and the Tensor-
Flow/Keras framework of Python language. In this section,
we present our experiments that we conducted on publicly
available COVID-19 Radiography Database. To do so, we
adopted two different classification strategies, three classes in
which we take into account the positive and negative COVID-
19 cases as well as other viral pneumonia. Two classes in
which we use only positive and negative COVID-19 cases. We
present the results of each scenario (non-trainable and semi-
trainable).

A. Dataset description

Publicly available COVID-19 Radiography Database con-
tains 21165 X-ray images divided on four classes COVID-
19, Normal, Viral Pneumonia and Lung Opacity [15]. This
database has been created by collaboration with team of
researches from university of Dhaka, Bangladesh, university
of Qatar, Doha and medical doctors. This dataset has been
updated several times. In our experiments, we have used the
last version V4 published on 2021 and we only consider
the first three classes. Table II below describes our data
arrangement of this dataset.

TABLE II: Data arrangement.

Classes number of images Train (80%) Test (20%)
COVID-19 3616 2893 723
Normal 3616 2893 723
Viral Pneumonia 1345 1076 269
Total 8577 6862 1715

B. Evaluation criteria

We have divided the dataset into 80% for train and 20% for
the test, where we have adopted the 10-fold cross-validation
strategy in the training process. It consists of dividing our
training data into 10 k folds, then the model is trained on
nine folds successively, ended by evaluating the model on the
tenth fold (unseen data). In our experiments, we have carried
out 30 epochs in the training process.

C. Results on three classes

According to the experiments made on the COVID-19
Radiography Database and the obtained results shown in Table
III (in this table, Yes means that we apply the class weight,
whereas No means that we don’t apply it). We can notice

that the impact of using the class weights can be useful
to avoid biased classification. However, the improvement is
not very high (about 1%). This is due to the values of the
weights, finding the optimal values will be a big challenge.
Also we noticed that the ViT models are more efficient than
ResNet152V2 model in both scenarios (i.e. with and without
class weight).
Moreover, in semi-trainable mode, all models have shown that
the accuracy increases where the number trainable blocks /
layers increases using ViT and ResNet152V2, respectively.
Figure 3 presents the better result of each model on semi-
trainable mode. We can notice from the confusion matrices
that the ViT models outperform the ResNet152V2 model
especially when dealing with COVID-19 cases. Therefore, ViT
models are more robust and accurate to detect COVID-19
compared to residual features-based CNNs. More specifically,
in the 3-class classification task, ViT-B16 and ViT-B32 have
recognized 701 and 701 COVID-19 cases respectively, where
the ResNet152V2 has correctly classified only 693 COVID-
19 cases. Similar result has been obtained when dealing with
normal cases where ResNet152V2 is slightly better with the
minority class of pneumonia. Overall, the best model is ViT-
B32 with an accuracy of 96,97% and precision of 99%.
Furthermore, in non-trainable mode, the results have proven
that ViT-B16 and ViT-B32 outperformed ResNest152V2
with 95,16%, 94,99% and 94,58%, respectively. To give
more details about the robustness of the ViT models and
ResNet152V2, we show in the second and the third columns
of Figure 3 the accuracy and loss of the training and the
validation process in the fold 1 and the fold 10, respectively.
From this figures, it is clear than ViT-based models are steadier
from the fold 1 compared to ResNet152V2. Therefore, ViT
models converge faster than CNN model and give higher clas-
sification rates. To further show the efficiency of the proposed
models, especially using ViT models, we have compared our
obtained results with other state-of-the-art methods using the
same dataset. For example, Das et al. [16] has proposed a
CNN with reduced number of parameters to classify COVID-
19, normal and pneumonia cases. They achieved an accuracy
93,67% on older version of COVID-19 Radiography Database,
where the recent version is more challenging. Another method
has been proposed by Ouchicha et al. [17] using residual deep
features that are based on different parallel stages of kernel
sizes. They have trained all the proposed model and achieved
96,69% of accuracy of 3-class classification task. Wang et al.
[18] proposed a new CNN called COVID-Net, and achieved
93,3% on a similar amount of data.

D. Binary classification

In this experiment, we tested the same dataset using only
COVID-19 and normal cases. From Table IV, in the semi-
trainable mode, we can see that ViT-B16 gives the highest
accuracy using 2 trainable blocks with 96,96%, whereas, ViT-
B32 is more efficient with 3 trainable blocks and gives 97,72%.
Also, ViT-B32 outperforms ViT-B16 over the 4 gradually
trainable blocks. With comparison to ResNet152V2, it is clear
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TABLE III: Comparison between ResNet152V2, state-of-the-art methods, and two ViT models on Chest X-Ray images of
Normal, COVID-19 and Viral Pneumonia cases when dealing with the two scenarios of transfer learning (non-trainable

and semi-trainable).

Mode Semi-trainable
Number of trainable Layers / blocks 1 2 3 4 Non-trainable

Class weight /
Models yes no yes no yes no yes no yes no

ViT-B16 93,99 93,35 93,82 94,64 93,64 95,34 96,38 96,85 95,16 93,94
ViT-B32 96,20 95,56 95,45 95,51 95,74 94,40 96,97 96,68 94,99 95,45

ResNet152V2 92,59 91,95 94,34 95,22 95,69 94,81 96,79 95,80 94,58 95,04
Das et al. [16] / / / / / / / / / 93,67

Ouchicha et al. [17] Fully trainable mode : 96,69 / /
Wang et al. [18] Fully trainable mode : 93,30 / /

(a) ViT-B16 pre-trained model (b) Fold 1 (c) Fold 10

(d) ViT-B32 pre-trained model (e) Fold 1 (f) Fold 10

(g) ResNet152V2 pre-trained model (h) Fold 1 (i) Fold 10

Fig. 3: Performance comparison between ViT models and ResNet152V2 CNN with 3-class classification task. From left to
right, the first column presents the confusion matrix of each model, the second and the third column show the accuracy and
loss of train and validation during the fold 1 and fold 10 respectively. Each row refers to the model mentioned on the left
figure.

that the ViT models are more accurate over the 4 gradually
trainable blocks, where ResNet152V2 requires more trainable
blocks to enhance the performance (i.e. 4 blocks). In the non-
trainable mode, the ViT-B32 outperforms the two other models

that are slightly similar. In comparison with other state-of-
the-art methods, our proposed method outperformed Cavallo
et al. [19]’s proposal that used statistical-based method and
obtained 91,8%. Wu et al. [20] has proposed and trained a
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(a) ViT-B16 pre-trained model (b) Fold 1 (c) Fold 10

(d) ViT-B32 pre-trained model (e) Fold 1 (f) Fold 10

(g) ResNet152V2 pre-trained model (h) Fold 1 (i) Fold 10

Fig. 4: Performance comparison between ViT models and ResNet152V2 CNN with 2-class classification task. From left to
right, the first column presents the confusion matrix of each model, the second and the third column show the accuracy and
loss of train and validation during the fold 1 and fold 10 respectively. Each row refers to the model mentioned on the left
figure.

TABLE IV: Comparison between ResNet152V2,
state-of-the-art methods, and two ViT models on Chest
X-Ray images of Normal and COVID-19 cases when

dealing with the two scenarios of transfer learning
(non-trainable and semi-trainable).

Mode Semi-trainable
Trainable layers/blocks

Models 1 2 3 4
Non-

trainable

ViT-B16 96,68 96,96 96,40 94,88 95,16
ViT-B32 97,16 97,03 97,72 97,44 96,75

ResNet152V2 92,25 94,54 95,64 96,61 96,20
Cavallo et al. [19] / / / / 91,8

Wu et al. [20] Fully trainable mode : 93,08 /

new CNN based on U-net and obtained 93,08% with positive
and negative classes.

To show more details about the correctly / wrongly classified
images, the left column of the Figure 4 shows the confusion
matrices of the three models in 2-class classification task.
From this Figure, we can see that COVID-19 cases are
better classified by ViT-B32 with 695 images. Normal images,
however, are better classified by ViT-B16 with 720 images.
The second and the third columns of Figure 4 further show
the same discipline as the 3-class classification task where
ViT models are steadier compared to ResNet152V2. From this
figure, it is clear that in fold 1, the training and validation
losses are already low over the 30 epochs, whereas, it is
wobbling with ResNet152V2. To make them steady, additional
epochs during the training process are required in order to
ensure the convergence of the model.
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VI. DISCUSSION

From the experimental results with two classification strate-
gies (2 and 3 classes), the accuracy of ViT models is higher
than one of the best selected CNNs to deal with scale and
translation variations (i.e. ResNet152V2). This efficiency is
also noticeable over the four gradually trainable blocks /
layers of ViT models and CNN, respectively. This discipline is
explained by the robustness of the vision transformer blocks
that are inspired by natural language processing, where the
self-attention mechanism is taken into consideration. Dividing
the images into a fixed number of patches and embedding them
to feed a transformer encoder further makes the ViT models
more robust against rotation and scale variations compared
to its CNN counterpart. More specifically, ViT-B32 slightly
outperforms ViT-B16 when dealing with the two classification
scenarios, and almost over all the 4 gradually trainable blocks.
Also, although the number of parameters of the ViT models is
relatively high, it is still very fast during the training stage
compared to CNNs. Moreover, the class weight algorithm
came through with solution to the problem of biased classifica-
tion toward the majority class. Nevertheless, it is still possible
to find optimal weights to further improve the performance
when dealing unbalanced data.

VII. CONCLUSION

This paper presents a new method for COVID-19 detection
using vision transformers and X-ray images. Two classification
scenarios have been carried out with two different ViT-based
models according to the number of patches (16 and 32).
After the pre-processing stage, the images are divided into
a fixed number of ordered patches. Next, these patches are
then embedded to feed transformer encoders based on the
self-attention mechanism. To further evaluate the efficiency
of the proposed ViT-based models, we have compared their
results with ResNet152V2 CNN which is the last ResNet
family models. This comparision is carried out using two
different scenarios (non-trainable, and semi-trainable). The
first scenario is a simple fine-tuning with additional fully con-
nected layers in the output, whereas, the second scenario aims
to train gradually four blocks (from ViT) and layers (From
ResNet152V2) and freeze all the previous ones. Results also
show that the ViT models are more robust than ResNet152V2
and accurately classify the COVID-19 images as well as nor-
mal and pneumonia cases. In future work, we further analyze
the time complexity of the ViT models and test more trainable
blocks. The combination of ViT models with other CNN
models is also conceivable where the class weight algorithm
can be further optimized to accurately classify unbalanced data
without the need to oversampling or undersampling solutions.
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Abstract—The study of white matter (WM) connectivity is of
general interest in neuroscience, which is achieved by the analysis
and clustering of the streamlines made the tractography dataset.
However, the WM streamlines clustering is a challenge, due to
the presence of outliers, the complexity, and the huge size of
the WM tractography dataset. In this paper, we propose a new
framework of distributed multiagent, improving, and adapting a
bio-inspired model called Multiple Species Flocking (MSF) for
WM streamlines clustering and automatic outlier elimination.
Specifically, each streamline is associated with a mobile agent.
The agents move onto 3D virtual space to form a group following
defined rules. Only agents attributed to similar streamlines form
a cluster, whereas the agents attributed to dissimilar streamlines
are sidelined and considered as outliers. The experimental results
on real datasets affirm our approach accuracy and scalability to
large datasets.

Index Terms—White Matter Clustering, Outliers detection,
Multiple Species Flocking Model, Swarm intelligence, multiagent.

I. INTRODUCTION

Diffusion-Weighted Magnetic Resonance Imaging (dMRI)
offers a unique approach to study in vivo the structure of brain
tissues, allowing the non-invasive reconstruction of brain bun-
dle trajectories using tractography. The tractography dataset
presents high complexity and is very huge, containing over a
million fibers for the whole brain.

How to analyze and quantify the structures defined by
tractography, and in particular, how to extract the streamline
bundles is, therefore, an unsolved problem. Since the develop-
ment of tractography, several methods have been proposed to
analyze WM streamlines and cluster them automatically. We
can divide the existing automated clustering method into two
categories: connectivity-based and streamline based.

The connectivity-based methods use anatomical knowledge,
by specifying some regions of interest (ROIs) based on domain
knowledge and select streamlines that pass through these
predefined ROIs [1]. This kind of method is limited, especially
in terms of time-consuming and the necessity of anatomical
knowledge.

Therefore, streamline based connectivity methods are most
promising. They use the affinity matrix representing pairwise

distances between streamlines. These methods are fully auto-
matic but are limited by the number of streamlines they can
analyze. Indeed, their complexity increases quadratically as
the number of streamlines increases [2]–[4].

On the other hand, the tractography dataset contains a large
number of false streamlines due to data quality, tractography
errors, and other factors. These false streamlines are consid-
ered as anatomical outliers affecting connectivity, thus, the
WM clustering methods must be robust to the outliers to find
valid bundles.

A few recent WM clustering methods incorporate outliers
rejection; the authors in [5] used generalized Expectation-
Maximization (EM). P. Guevara et al in [4] used a track density
map, whereas they only consider the cluster size. C. Ros et
al in [6] incorporated Local Outlier Factors (LOFs) in their
clustering technique, based on a relative degree of streamlines
isolation to eliminate outliers. L. Dodero et al in [7] detected
outlier streamlines using the Gaussian curve and statistical
test. Recently, M. Côté et al in [8] proposed a probabilistic
outliers removal based on a hierarchical utilization of QB [2].
However, the results of these methods depend strongly on a
manually fixed outlier threshold defined or requires knowing
the number of clusters.

A recent method [9] devloped the deep reinforcement
learning Track-to-Learn framework. The framework allows for
data-driven improvements over classical methods by making
a learning agent improve its tracking abilities iteratively via
trial-and-error.

In the last few years, many clustering approaches based on
the bio-inspired paradigm have been proposed in the literature
to deal with the limitations that exist in traditional clustering
methods. The Flocking algorithm is the most efficient. The
authors in [10] studied the basic flocking model proposed
in [11] and extend it to a Multiple Species Flocking model
(MSF) model applied to text clustering. Another methods [12]
combined the MSF model with DenStream algorithm [13] for
a data stream clustering. More recently, the authors in [14]
proposed a multi-agent clustering algorithm applying the MSF
rules to detect anomalies in distributed data streams such
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as intrusions, faults, and system failures. In this method the
agent moves into 2D virtual space following the MSF rules,
specifically, all the rules - cohesion, alignment and separation -
are applied to form a flock with similar agents, otherwise when
two agents are dissimilar only the separation rule is applied.

In this work, we extend and adapt the method proposed
in [14], by modifying the manner of applying the MSF rules
and extend it to 3D space, for WM inter-subject streamlines
clustering with automatic outliers elimination. In the best
of our knowledge, the flocking approaches have never been
applied to the WM brain study, except [15], which used the
flocking model for brain tractography and another work in
[16], introduced 3D-SSF algorithm, a dynamic multi-subject
clustering framework, considering the WM streamlines from
various subjects as a sequential data stream. This streamline
stream is divided into chunks. Each chunk is operated inde-
pendently, based on a distributed multiagent implementation
of the MSF model.

Precisely, Each streamline from tractography dataset is as-
signed to a mobile agent. Agents are deployed into a 3D space
and work simultaneously following the new rules defined in
this work, simulating MSF model. When an agent encounters
other agents in its neighborhood, it evaluates the similarity
measure and then it decides whether to form a flock or no.
If they are similaire, we apply the cohesion rule in addition
to similarity velocity, to maintain them in the same cluster .
Otherwise, if they are dessimilair, we apply the speartion and
dessimilarity rule to more isolate them. Furthermore, the agent
interacts only with the other agents present in its visibility
range, it does not compare itself with all the other agents. Thus
a reduced number of distance computations are performed.
Such a number depends on how many agents it encounters
during its movement in the virtual space and we do not need
to calculate all pairwise, allowing to our method to achieve a
linear speedup concerning the input size. The appurtenance
of the agent to the flock is not definitive, if during the
space exploration a more similar agent is encountered, the
current flock can be dropped and the agent can join another
more similar flock, contrary to the existing methods in the
literature, that are all statics, once a streamline is affected to
the cluster, its stay in this one. This improvement provides
significant benefits over previous work; it gives at our method
the capacity to form consistent bundles quickly and increases
the clustering accuracy, while, pushing away automatically
outlier streamlines.

The paper is organized as follows: Section II describes the
details of our method, followed by data acquisition and Pre-
processing. Section III describes the evaluation of clustering
results and outlier robustness. Lastly, Section IV presents
discussion and conclusion of our method.

II. METHOD AND MATERIAL

A. Self-organizing Algorithm Based on MSF model

The proposed self-organizing algorithm is an automatic, bio-
inspired WM clustering using distributed agents with distinct
simple functionalities to mimic the flocking behavior. Each

streamline from a tractography dataset is assigned to an agent.
The agent is represented by his position on 3D space (x, y, z),
his characteristic, and his velocity vector ~Vvelocity. Agents
deployed randomly into 3D virtual space, They move and work
together according to the new rules establish in our work.
We modified the MSF model proposed in [10] and adapted
it to our context. We introduced a new similarity function
and we used it otherwise, instead of moving agents following
the velocity vector calculating by the sum of the four rules
described in [10] , each agent applied two rules only depending
on the case. Then, in the case of two dissimilar agents, the
separation rule with the dissimilarity velocity was applied to
isolate dissimilar streamlines and distinguish automatically the
outliers. Whereas, regarding two similar agents, the distance
between them was verified. If they are separated by an optimal
distance (superior to the minimum distance R2 that must be
maintained among agents to avoid collision), the cohesion rule
and the similarity velocity were applied to bring them together
in the same flock. However, if they are too close (distance
between them below R2), only the alignment rule was applied,
to keep them in this good stat. When an agent meets another in
its visibility range, the similarity between them is compared.
Agents that share similar streamline vector features will group
and form a flock, while dissimilar agents will be moved away
from the flock. Agents use the similarity function, called
Minimum average Direct-Flip (MDF) proposed in [2]. It is
assumed that two agents, A1 and A2, are similar if their MDF
distance was inferior to a fixed threshold (ε).

The algorithm exhibits an adaptive behavior, an agent can
leave his group and join another group containing agents
with higher similarity during his movement. Thus, during this
predefined number of iterations, the streamlines join and leave
the cluster forming different flocks. At the end of a prefixed
number of iterations, each created flock is recuperated repre-
senting final bundles, and outliers are automatically eliminated.
The following pseudo code 1 presents a global concept of the
proposed algorithm.

B. Data Acquisition and Pre-processing

1) Real Dataset: We used for different experiments the
real dMRI dataset from the Human Connectome Project
(HCP) [17], [18], we choose randomly 10 healthy subjects
(100307, 124422, 161713, 199655, 201111, 239944, 245333,
366446, 528446 and 856766). The dataset was acquired
on a Siemens Skyra 3T scanner (90 gradients; b-value=
1000s/mm2; anatomical scan (1, 25 × 1, 25 × 1, 25mm3).
We reconstructed the tractography datasets for each subject,
using a probabilistic tracking algorithm, applied to the CSD
model [19]. The CSD model is based on Spherical Decon-
volution (SD), which provides an estimation of the Fiber
Orientation Distribution (FOD). The response function was
measured using voxels with an FA value greater than 0.7 and
a maximum harmonic order of 8 was used. The reconstruction
and tractography were generated by DIPY software 1 [20].

1https://dipy.org/
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Algorithm 1 Pseudo-code of the self-organization algorithm
1: for i = 1 to MaxIterations do
2: for each agent A1 do
3: if ddirect(A1, A2) < R1 (A1 contains in its

visibility range an agent A1) then
4: if A1 is dissimilar with A2 then
5: applying the separation and dissimilarity

rules
6: Move the agent following Vseparation +
Vdissimilarity [10]

7: end if
8: else if A1 is similar to A2 then
9: if ddirect(A1, A2) > R2 then

10: applying the cohesion and similarity rules
11: Move the agent following Vcohesion +

Vsimilarity [10]
12: else
13: applying the alignment rule
14: Move the agent following Valignment [10]
15: end if
16: end if
17: end for
18: end for

The obtained tractography dataset for each subject contains
approximately 8× 105 streamlines.

III. EXPERIMENTAL RESULTS

A. Evaluation of Clustering Results

The main problem with the WM clustering is the validation
of any method on real datasets, due to the lack of ground
truth. To evaluate the performance of method results on the
real dataset, a WM atlas must be constructed. The spatial
agreement between obtaining clusters and the atlas bundles
called bundles of interest (BOI) was determined.

1) White matter atlas creation: We constructed our bun-
dle atlas automatically using white matter query language
(WMQL) tool [21], which is considered as our gold standard.
WMQL segments tractography datasets of the ten subjects ac-
cording to the parcellation in FreeSurfer and the WM bundles
definitions. The HCP data of all the subjects are in the MNI
152 standard space, the atlas creation can be done without any
inter-subject registration. We have obtained for each subject
37 neuroanatomical BOIs; such as projection, association, and
commissural bundles. Afterward, we generated a WM atlas
containing all these BOIs using a method described in [22].

2) Quantitative evaluation: We compared our method with
alternative techniques in literature such as a popular WM
clustering approach called QuickBundle (QB), proposed by
E. Garyfallidis et al in [2] because it is a powerful method
able to cluster tractography dataset of any size. We compared
our method also with the basic flocking clustering method
proposed by X. Cui et al in [10] to evaluate the impact
of our method improvement. The clustering on all real ten
tractography datasets was successfully performed using the

Fig. 1. Example of WM bundles results from our clustering method on
several subjects with different colors: The left cingulum (CG-L) in red, the left
corticospinal (CST-L) in blue, the left inferior longitudinal fasciculus (ILF-L)
in green. Each column illustrates the bundles of a specified subject.

three clustering techniques (our method, QB, and basic flock-
ing clustering (BFC)). We have obtained for each subject 37
neuroanatomical bundles namely; left/right corticospinal tract
(CST), left/right cingulum (CG), left/right arcuate fasciculus
(AF), left/right inferior longitudinal fasciculus (ILF), left/right
inferior fronto-occipital fasciculus (IFO), left/right uncinate
fasciculus (UNC), 1, 2, and 3 left/right superior longitudinal
fasciculus (SLF1, 2, 3), and finally, corpus callosum (CC) in
its seven parts (CC1-7). Figure 1 shows examples for bundles
obtained with different subjects randomly chosen using our
clustering method.

The QB method was applied using the same similarity
function, used in our method, the MDF distance with a
clustering threshold of 15mm. The MDF distance requires
streamlines to have the same number of points, streamline
has been automatically downsampled to have only 21 points.
In basic flocking clustering, each streamline was assigned to
an agent and the other parameters were kept the same as
the original method in [10]. For our method, we defined a
set of optimal parameters. More specifically, the similarity
threshold ε, radius of the boids visibility range R1, the
minimum distance that must be maintained among boids R2

, and we observed that 100 iterations were sufficient for
our approach to generating good clustering results from WM
tractoraphy datasets. To quantitatively evaluate the proposed
framework, the spatial agreement between results bundles and
atlas bundles (BOIs) was determined after superimposing their
probabilistic maps. For each subject, the 37 bundles result
from every tractography dataset were matched to the atlas
BOIs. Then we estimated the spatial matching ratio (SMR),
spatial volume agreement (SVA) and kappa statistics between
the bundles result from our method, QB, and BFC methods, to
determine the best matching clustering results for each bundle.
The average spatial agreement of result bundles and atlas BOIs
cross the ten subjects with the three different methods (Our
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(a)

(b)

(c)

Fig. 2. The average spatial matching comparison between bundles of the ten
subjects obtained with different methods(for example CST-L obtained with
our method, CST-L-QB obtained with QB and CST-L-BFC obtained with
BFC). (a) Kappa analysis. (b) spatial matching ratio (SMR) and (c) spatial
volume agreement (SVA).

method, BFC and QB) is shown in the figure 2. The figure 2(b)
shows the spatial matching ratio (SMR), the figure 2(c) shows
the spatial volume agreement (SVA) and figure 2(a) shows the
Kappa analysis.

The three clustering techniques were able to group stream-
lines into bundles that had a high spatial agreement with the
BOIs of atlas (see Figure 2). Nevertheless, major differences
between the clustering methods were observed. For every
result bundle, the variability of the spatial agreement for
our clustering method is considerably lower compared to
clustering with QB and BFC methhods.
By inspecting the average spatial agreement of our method and
QB, a higher spatial agreement is remarked for our method
in most bundles. The average SMR, SVA, and kappa for all
bundles of the ten subjects are respectively 78%, 79% and 77%
for our method versus 63%, 64% and 64% for QB clustering.

On the other hand, the results with basic BFC are more
diverse and the spatial agreement was lower for all bundles,
compared with our method. The average SMR, SVA, and
kappa for basic flocking clustering are 59%, 64% and 60%.

(a) CST-L (b) CC (c) SLF1-R

Fig. 3. Demonstration of the outlier elimination strategy robustness on real
datasets. Example of bundles obtained illustrated with different colors, in
green the bundles results and outlier streamlines in red. CST-L: Cortico-Spinal
Tract Left ,CC: Corpus Callosum, SLF1-R: Superior Longitudinal Fascicle I
Right

B. Outlier Robustness

To demonstrate the benefits of our outlier elimination strat-
egy, our method was performed on the synthetic dataset, with
introducing four additional noisy streamlines considered as
outliers. We quantitatively evaluated the performance of results
using some clustering validation indexes, which require a
ground truth, such as silhouette coefficient, completeness and
homogeneity [23].
The figure 3 shows the capacity of our method to reproduce ef-
fectively ground truth of some bundles on real datasets, thanks
to our outliers elimination strategy. Streamlines component
bundle results in green color and streamlines considered as
outliers in red color.

IV. CONCLUSION

In this study, we have proposed a new bio-inspired algo-
rithm, by modify and adapting the MSF rules to our context.
The proposed algorithm was applied for WM streamlines
clustering into anatomically meaningful bundles with outliers
elimination. Precisely, each streamline from the tractogra-
phy dataset is assigned to a mobile agent. Agents work
autonomously and interact only with the immediate neighbor
entities following the MSF rules defined in this work. These
specifications make our method scalable for large tractography
dataset and allow automatic streamline outliers elimination .
Furthermore, both of the similarity measure and the dynamism
concept gave the agent the capacity to leave his flock for
another one containing agents with higher similarity, helping
to get more precise clustering results. All these contributions
in a very reasonable running time. Our method is a complete
solution address WM clustering issues in a satisfying way.
Various experiments were performed on real datasets. The first
one, a quantitative evaluation of our clustering method accu-
racy, compared with alternative techniques in the literature.
This experiment used the spatial agreement between results
bundles and atlas bundles (BOIs), that is constructed in this
study. Possible directions for future work, include given the
distributed mobile agents, working following the defined rules,
the capacity to learn the WM environment and integrate this
anatomical knowledge to reinforce the decision criteria. This
may improves the WM clustering results.

23



REFERENCES

[1] M. Catani and M. T. de Schotten, “A diffusion tensor imaging tractogra-
phy atlas for virtual in vivo dissections,” Cortex, vol. 44, pp. 1105–1132,
2008.

[2] E. Garyfallidis, M. Brett, M.-M. Correia, G.-B. Williams, and I. Nimmo-
Smith, “Quick-bundles, a method for tractography simpliffcation,” Fron-
tiers in Neuroscience, vol. 6, p. 175, 2012.

[3] A. Demir, “Online agglomerative hierarchical clustering of neural fiber
tracts,” in Proceedings in IEEE EMBC, (Osaka, Japan), pp. 85–88, 2013.

[4] P.Guevara, D. Duclap, C. Poupon, L. Marrakchi-Kacem, and P. Fillard,
“Automatic fiber bundle segmentation in massive tractography datasets
using a multi-subject bundle atlas,” Neuroimage, vol. 61, p. 1083–1099,
2012.

[5] U. Ziyan, M. Sabuncu, W. Grimson, and C.-F. Westin, “Consistency
clustering: A robust algorithm for group-wise registration, segmentation
and automatic atlas construction in diffusion mri,” International journal
of computer vision, vol. 85(3), pp. 279–290, 2009.

[6] C. Ros, D. Gllmar, M. Stenzel, H.-J. Mentzel, and J.-R. Reichenbach,
“Atlas-guided cluster analysis of large tractography datasets,” PLoS
ONE, vol. 10, p. 1371, 2013.

[7] L. Dodero, S. Vascon, V. Murino, A. Bifone, A. Gozzi, and D. Sona,
“Automated multi-subject fiber clustering of mouse brain using dominant
sets,” Front Neuroinform, vol. 8, p. 87, 2015.

[8] M.-A. Cote, E. Garyfallidis, H. Larochelle, and M. Descoteaux, “Clean-
ing up the mess: tractography outlier removal using hierarchical quick-
bundle clustering,” in Proceedings of: International Society of Magnetic
Resonance in Medicine (ISMRM), (Toronto, Canada), 2015.

[9] A. Theberge, C. Desrosiers, M. Descoteaux, and P.-M. Jodoin, “Track-
to-learn: A general framework for tractography with deep reinforcement
learning,” Medical Image Analysis, vol. 72, p. 102093, 2021.

[10] X. Cui and T. E. Potok, “A distributed agent implementation of multiple
species flocking model for document partitioning clustering,” in Pro-
ceedings in Cooperative Information Agents, (Edinburgh, UK), pp. 124–
137, 2006.

[11] C. Reynolds, “Flocks, herds and schools: A distributed behavioral
model,” in Proceedings in M.C. Stone (Ed.), (SIGGRAPH), pp. 25–34,
1987.

[12] Y. Li, M. Li, J. Shao, and G. Wang, “Study of data stream cluster-
ing based on bio-inspired model.,” Advanced Science and Technology
Letters, pp. 412–418, 2014.

[13] F. Cao, M. Ester, W. Qian, and A. Zhou, “Density-based clustering over
evolving data stream with noise,” in Proceedings in SIAM international
conference on data mining, (Bethesda), pp. 326–337, 2006.

[14] A. Forestiero, “Bio-inspired algorithm for outliers detection,” Multimed
Tools, vol. Appl 76, p. 25659–25677, 2017.

[15] R. Aranda, M. Rivera, and A. Ramirez-Manzanares, “A focking based
method for brain tractography,” Medical Image Analysis, vol. 18(3),
pp. 515–530, 2014.

[16] A. Chekir, S. Hassas, M. Descoteaux, M. Côté, E. Garyfallidis, and
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Abstract‒Human detection is an important issue in computer 

vision, with numerous applications in several fields, starting from 

video surveillance, human-robot interaction to driving assistance 

systems. Hence, in the recent years, different approaches for 

human detection have been proposed in the literature. However, 

many of these approaches are holistic-based, which means that 

they consider the human body as a whole, so that, they are not 

able to handle some specific challenges, such as occlusions and 

non-rigidity of the human body. Thus, in this paper, we propose 

a novel part-based human detection method using combined face 

and upper-body part detectors. This method consists mainly of 

two parts. In the first one, the face and upper-body part regions 

are independently detected by using two detectors based on 

Haar-like features and AdaBoost cascade classifier. Then, in the 

second, the outputs of the two detectors are combined using a 

simple rule-based approach to decide whether a human is 

present or not in the image. Experiments are performed on our 

created dataset, and the obtained results as well as the 

comparative study with other state-of-the-art methods have 

demonstrated the superiority and excellent performances of the 

proposed method. 

Keywords‒ Human detection, Upper-body part, Haar-like features, 

AdaBoost cascade classifier. 

I. INTRODUCTION 

Human detection is defined as the problem of 

localization of all objects having a shape of a human in still 

images or image sequences, and it is actually among the most 

popular research areas in the fields of computer vision and 

machine learning due to its wide range of applications in 

many domains, such as video surveillance [1], human-robot 

interaction [2], smart homes [3], driver assistance system [4], 

autonomous vehicles [5], health care monitoring [6], image 

and video content retrieval [7]. However, detecting humans 

from real-world images or image sequences is still a 

challenging task due to a number of significant factors, such 
as illumination changes, non-rigidity of the human body, 

background clutters, variability in clothing, occlusions, 

shadows, view-point changes, and variations related to the 

skin color. Examples of these factors are shown in Fig. 1. 

In order to overcome some of the aforementioned 

challenges and attain high performances, several approaches 

for human detection have been proposed in the literature. 

These approaches can be divided into two main categories [8], 

namely holistic-based and part-based approaches. In the 

holistic-based approaches, the human body is taken as a 

whole, and global features from its image region are extracted. 

       

                              (a)                  (b)                   (c)                (d) 

Fig. 1 Examples of human detection challenges. (a) Illumination change.  

(b) View-point change. (c) Shadow. (d) Occlusion. 

In [9], for example, Beiping and Wen used the Histogram of 

Oriented Gradient (HOG) [10], and they combined it with a 

Support Vector Machines (SVM) classifier for detecting 

humans. In [11], Hoang et al. extracted parallelogram Haar-
like features from the input image, and then fed them into a 

cascade structure classifier for the human detection. Ko et al. 

[12], for their part, combined three types of Center-Symmetric 

Local Binary Patterns (CS-LBP) descriptors with three-level 

cascade of random forest classifier. Nigam and Khare [13] 

integrated central moments with multi-resolution gray scale 

invariant LBP for human shape representation, and then used 

SVM to discriminate human from non-human objects. Umar 

et al. [14] used Speed-Up Robust Feature (SURF) and SVM 

classifier to detect humans from aerial images. Prakash et al. 

[15] combined two feature types, the biorthogonal wavelet 
transform and Zernike moments, and for the classification, 

they compared two classifiers, AdaBoost and SVM. In [16], 

Bastian and Jiji combined Aggregate Channel Features (ACF) 

and Histograms of Sparse Codes (HSC) for human detection. 

Since the holistic-based approaches do not consider the spatial 

relationships between the human body parts, they are not able 

to handle specific challenging situations such as occlusions 

and large variations due to non-rigidity of the human body. In 

order to overcome these limitations, part-based approaches 

have been proposed. In these approaches, the region of the 

human body is first divided into different parts such as arms, 
torso, legs, etc., then, separate detectors are applied to detect 

each part independently. Learned models or geometric 

constraints between the detected body parts are finally used to 

achieve the human detection task. Li et al. [17], for example, 

divided the human into three parts, namely head-shoulder, 

torso and legs, and then used an And-Or graph grammar 
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Fig. 2 Flowchart of the proposed human detection method.

model in combination with two features, HOG and Active 

Basis Mode (ABM), to capture large variations in the human 

pose and appearance. Yao et al. [18] represented the human 

body as a symbolic sequence. The different human body parts 

such as head, shoulders and waist are considered as letters in 

the alphabet, whereas the different poses are considered as 

words. A part validation for the human detection is performed 

using a string matching. To address the view-variance and 
partial occlusions, Ko et al. [19] extracted a random set of 

rectangular parts from three views, namely frontal-rear, left 

profile, and right profile. These parts are generated, as 

Gaussian distribution from the upper, middle, and lower 

region of the human body. The human detection is performed 

using trained part classifiers based on random forests. In [20], 

Tian et al. proposed a method, named DeepParts, that 

generates proposals using the LDCF (Locally Decorrelated 

Channel Features) method [21] and then trains a set of 

Convolutional Neural Network (CNN) to detect the different 

parts of the human body. Ouyang et al. [22] also used a deep 

CNN model that they combined with part filters to reduce 
imperfections of the part detectors. The part-based approaches 

can deal effectively with occlusions and non-rigidity of the 

human body than the holistic-based approaches, since they do 

not require the whole information about the human body to 

perform the detection. Motivated by these advantages, in this 

paper, we propose a novel part-based human detection method 

using combined face and upper-body part detectors. This 

method consists mainly of two parts. In the first one, the face 

and upper-body part regions are independently detected by 

using two detectors based on Haar-like features and AdaBoost 

cascade classifier. Then, in the second, the outputs of the two 
detectors are combined using a simple rule-based approach to 

decide whether a human is present or not in the image. 

Experiments are performed on our created dataset, and the 

obtained results as well as the comparative study with other 

state-of-the-art methods have demonstrated the superiority and 

excellent performances of the proposed method. 

The rest of the paper is organized as follows. In Section 

II, we present the details of the proposed method. In Section 

III, we describe the experiments performed to evaluate the 

performance of the proposed method. In Section IV, we 

conclude the paper and mention some perspectives and 

improvements of the presented work. 

II. PROPOSED METHOD FOR HUMAN DETECTION 

The method we propose consists of three main steps, 

namely face detection, upper-body part detection, and 

combination. Fig. 2 shows the flowchart of this method. The 

first and second steps also consist of two sub-steps, Haar-like 

features extraction, and classification using AdaBoost 

(Adaptive Boosting) algorithm. The details of these steps are 

described in the following subsections. 

A. Haar-like features extraction 

Feature extraction is the first and most important step of 

any human detection system, and which aims to convert the 

input image into a set of feature vectors that can be exploited 

by a machine learning algorithm. In order to achieve this 

objective, in this paper, we used the Haar-like features already 

introduced by Viola and Jones [23], and which are similar to 

the Haar wavelets used in signal processing. The Haar-like 

features at a given location in a detection window are 

calculated by subtracting the sum of the pixel intensities of 

two, or more, rectangular sub-regions adjacent to that 

location. These features can be calculated at any position or 
scale in the original image. Fig. 3 shows some examples of 

Haar-like features, where the feature values are obtained by 

subtracting the pixel intensities under the white rectangles 

from the pixel intensities under the dark rectangles. 

 

Fig. 3 Examples of Haar-like features. 

 

The Haar-like features are calculated as explained above. 

However, this operation is known to be too time-consuming. 

So, to significantly increase the speed of detection, the authors 

Viola and Jones proposed the use of Integral Image concept. 

This integral image, denoted by “II”, is an intermediate 
representation to compute rapidly Haar-like features for real-

time use. Its size is the same as the original image “I”. The 

value of each pixel of coordinates (𝑥, 𝑦) in the integral image 

is the sum of the values of the pixels above and to the left of 

that pixel in the original image, as shown in (1). An example 

of integral image computation is given in Fig. 4(a). 

Edge features                                    Line features 

Center-surround features                     Diagonal line features                                                       

Line features 

Detection 

result 
Input image 

Haar-like features 

extraction 

Haar-like features 

extraction 
AdaBoost cascade 

classifier 

AdaBoost cascade 

classifier 

Combination 

Face detector 

Upper-body part detector 

26



𝐼𝐼(𝑥, 𝑦) = ∑ ∑ 𝐼(𝑥′ , 𝑦′)

𝑦

𝑦′ =1

𝑥

𝑥′ =1

                         (1) 

The sum of the pixels of a given rectangle in the image I 

is calculated with only just four values, and this is done by 

subtracting the sum of the top-left and bottom-right pixels 

from the sum of the top-right and bottom-left pixels. An 

illustration is shown in Fig. 4(b). 

 

 

Fig. 4 Integral Image. (a) Integral image computation. (b). Using integral 

image to compute the sum over a given rectangle (D). 

 

B. AdaBoost cascade classifier 

For the detection of face and upper-body part, we used 
the AdaBoost cascade classifier, which consists of two steps. 

In the first one, it uses the AdaBoost algorithm to select the 

best and informative features, and then, in the second, it feds 

these features into a cascade of classifiers to make the 

detection more efficient. 

For the face and upper-body part detection, a large 

number of feature types for different scales and positions is 

required, which makes the detection process computationally 

expensive. To overcome this problem, the AdaBoost 

algorithm is an effective way that is proposed to drastically 

reduce the number of features from several thousand to only 

several hundred by selecting only those features that are 
relevant for the detection. AdaBoost algorithm evaluates each 

feature against the training data. The features that separate the 

classes more strongly are taken as relevant features. 

After the selection of best features, the classification can 

finally be done. This is achieved by using a cascade classifier, 

which combines a large number of weak classifiers to form a 

strong classifier. Not that, a classifier is said to be weak if it 

performs slightly better than a random classifier. 

The cascade classifier is an effective and an easy to 

implement method that was initially proposed by Viola and 

Jones in their work [23]. The use of a cascade of classifiers 
will give better accuracy to the detection algorithm, and this 

after having determined the best and informative features by 

the AdaBoost algorithm for each sub-region of the image. If a 

sub-region of the input image is more likely to contain the 

object of interest (the face and upper-body part in our case), 

then, the detection process continues the verification with the 

subsequent classifiers. If all the classifiers in the cascade 

respond positively, thus, the algorithm concludes that the 

object of interest is present within the sub-region. Otherwise, 

the detection process does not proceed to the next classifier in 
the cascade, and the algorithm concludes that there is no 

presence of the object of interest within the sub-region of the 

input image. Not that, the more classifiers are included in the 

cascade, the better the detection accuracy of the algorithm, but 

at the expense of the computation time, which will be more 

important, so there is a trade-off between the accuracy and 

speed. 

The scheme of the cascade classifier is shown in Fig. 5. 

C. Combined face and upper-body part detectors 

The human detection method proposed in this paper is 

based on face and upper-body part detectors by using Haar-

like features as inputs into an AdaBoost cascade classifier. 

The major challenge encountered while detecting the upper-

body part are the false positives. The method proposed in this 

paper is based on the fact that the head is an inseparable part 

of the human upper body. Therefore, in order to reduce the 

number of false positives, we propose to check the presence of 

a face inside the bounding box of the detected upper-body 

part. 

The procedure is summarized as follows. If a face is 

detected inside the bounding box of an upper-body part, then, 
we consider that a human is detected. In that case, the 

bounding box of the human is estimated by using the 

bounding box of the detected upper-body part. In general, the 

proportion of the upper part of the human body in height is 

almost equal to a quarter of the total height of a human in 

upright posture. Thus, the bounding box of the human can be 

estimated by extending vertically downwards by 3 times the 

bounding box of the detected upper-body part (see Fig. 6 for 

an illustration). 

The overall start-to-end algorithm of the procedure 

described above is shown in Fig. 7, where 𝐵𝐵𝑜𝑥𝐹𝑎𝑐𝑒, 

𝐵𝐵𝑜𝑥𝑈𝑝𝑝𝑒𝑟_𝑏𝑜𝑑𝑦 are the bounding boxes of the detected face 

and upper-body part, respectively, and 𝐵𝐵𝑜𝑥𝐻𝑢𝑚𝑎𝑛 is the 

estimated bounding box of the detected human. 

III. EXPERIMENTS 

In this section, we present the experiments conducted in 

order to evaluate the performance of the proposed human 

detection method. First, in Section III-A, we describe the 

dataset used for the experiments. Then, in Section III-B, we 
present the obtained results and comparison with other state-

of-the-art approaches. 

All the experiments are conducted under the MATLAB 

environment on a standard PC equipped with 3.20 GHZ Intel 

Core i7 CPU, and 8 GB of RAM. 

 

Original image                        Integral Image 
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Fig. 5 Cascade classifier.

 

 
Fig. 6 Human bounding box estimation. 

 

 
Fig. 7 The overall start-to-end algorithm of the proposed procedure for 

combining face and upper-body part detectors. 

 

A. Dataset description 

In order to evaluate the performance of the proposed 
method, we collected a dataset of 5030 from 14 people 

including man and woman adults. The images were acquired 

using a Canon G15 camera, with a resolution of 1024×768 

pixels, recorded to JPEG format. The acquisition was 

performed in various indoor and outdoor environments (e.g., 

university campus areas, working rooms, office rooms, 

corridors, etc.) and under different challenging situations such 

as partially occluded human, illumination changes, complex 

background, variability in clothing, blurring, shadow, different 

skin color, facial occlusions (e.g., eyeglasses, hats, beards, 

masks, etc.). The dataset is divided into two sets of data. The 
first one contains 1248 human images as a positive class, and 

the second one contains 3782 images as a negative class. The 

samples of the positive class are cropped manually from the 

original images and they only contain region of interest 

(human), while the samples of the negative class are cropped 

randomly and they contain regions that belong to the 

background of the images. All the cropped samples are finally 

resized into 256×96 pixels. Fig. 8 shows some sample images 

from the two classes (human and non-human). 

B. Experimental results 

To test and validate the proposed method, we used the N-

folds-cross validation approach, in which the whole created 
dataset is randomly divided into N (where N = 10) subsets.  

Then, the i-th subset is taken as a test set, while the rest N‒1 

subsets are taken as a training set. To demonstrate the 

effectiveness of the proposed method, we performed a 

comparison with two state-of-the-art approaches using the 

same dataset. These approaches are the Histogram of Oriented 

Gradient (HOG) [10] and Aggregated Channel Features 

(ACF) [24]. This comparison is conducted on the basis of the 

following evaluation metrics: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                                 (2) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                                    (3) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2 × (𝑅𝑒𝑐𝑎𝑙𝑙 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

(𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)
              (4) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
                    (5) 
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(a) 

 
(b) 

Fig. 8 Sample images from our created dataset. (a) Positive (Human) samples. (b) Negative (Non-human) samples.

where, TP (True Positives) is the number of humans correctly 

detected, TN (True Negatives) is the number of non-humans 

correctly detected, FP (False Positives) is the number of non-

humans incorrectly detected as humans, and FN (False 

Negatives) is the number of humans incorrectly detected as 

non-humans. 

The values of TP, TN, FP and FN are obtained directly from 
the confusion matrix (contingency matrix), which represents 

the predicted versus the actual class for each sample. 

In addition to the aforementioned evaluation metrics, we also 

conducted the comparison in terms of area under the ROC 

(Receiver Operating Characteristic), which is a curve plotting 

TP rate against FP rate at different thresholds of the classifier 

scores. 

The confusion matrices of the detection results obtained using 

the HOG, ACF and the proposed method are given in Tables 

I, II, and III, respectively, and the overall comparison in terms 

of precision, recall, F1-Score, and accuracy is given in Table 

IV. 

 

 

 

 

 

 

 

 

 

 

 

 

 

From the tables, we can observe that our proposed method is 

more accurate and more robust than the HOG and ACF 

methods, providing an overall accuracy of 91.57% and an F1-

Score of 91.38%. On the other hand, we can observe that the 

HOG method achieves the worst results (accuracy = 78.02%, 

and F1-Score = 74.13%), which demonstrate that this method 

is not robust enough to detect humans in the presence of 

challenging situations such as facial occlusions, blurring, 

background clutters, different skin color and variability in 

clothing. In Fig. 9, we also compare the performances of the 
different methods in terms of ROC curve. From this figure, we 

can observe that the proposed method produces an AUCROC 

of 0.92, which is superior to that of the HOG and ACF 

methods, which provide an AUCROC of 0.88 and 0.79, 

respectively. These results confirm those reported in Table IV. 

 

 

Fig .9 Comparison in terms of ROC curve between the different methods. 

We also tested the proposed method on some challenging 
images, and the results we obtained in comparison to the two 

other state-of-the-art methods are shown in Fig. 10. From Fig. 

10(a), we can observe that the HOG, ACF, the face detector 

only, and the upper-body part detector only have all detected 

some false positives, but the proposed method based on 

combined face and upper-body part detectors is able to 

remove the false positives due to the background clutter. From 

Fig. 10(b), we can observe that the HOG and ACF method 

have not detected the human present in the image due to its 

similar clothes color to the background. However, the 

proposed method has successfully detected the human by 

combining the results of the face and upper-body part 

detectors. 

TABLE I 

Confusion matrix (in %) using HOG [10] 

Actual 
Predicted 

Human Non-Human 

Human 59.31 40.69 

Non-Human 00.78 99.22 

 

TABLE II 

Confusion matrix (in %) using ACF [24] 

Actual 
Predicted 

Human Non-Human 

Human 79.31 20.69 

Non-Human 02.34 97.66 

 

TABLE III 

Confusion matrix (in %) using the proposed method 

Actual 
Predicted 

Human Non-Human 

Human 84.14 15.86 

Non-Human 00.00 100 
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Fig. 10 Comparison of the detection results on challenging images. 

 

 

Fig. 11 Some detection results on real images using the HOG, ACF and the 

proposed method. 

Some other detection results obtained on real images using the 

HOG, ACF and the proposed method are shown in Fig. 11. 

IV. CONCLUSION 

In this paper, a new method for human detection based 

on combined face and upper-body part detectors is proposed. 

The experimental results obtained on our created dataset have 

shown that the proposed method achieves the best detection 

performances in comparison with other state-of-the-art 
methods. In the future, we plan to include more features, such 

as LBP, in the proposed method in order to improve its 

robustness against view-point changes. Furthermore, we plan 

to evaluate the detection performances of the proposed 

method on public datasets with a comparison against more 

recent state-of-the-art approaches. 
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Abstract— This work presents an interpretable segmentation 

process for cardiac MRI short-axis images. we started by 

detecting the right and left ventricles using an Adaptive Neuro-

Fuzzy Inference System (ANFIS), following a set of interpretable 

rules. We then ran a classification process on the segmented 

images using Kernel Fuzzy C Means algorithm (KFCM) and 

characterization steps. For this purpose, we carefully selected a 

number of descriptors: circularity, elongation factor and Hu 

moments. The performance of our method was compared to a 

perceptron multilayers neural network. We achieved an overall 

correct rate, sensitivity, and specificity of 96%, 93.33%, and 

100% respectively. 

 

Keywords— Left and right ventricles, shape descriptors, 

interpretable process, ANFIS 

I. INTRODUCTION 

The right ventricle is one of the four chambers of the heart, 

it lays in the lower right portion of the heart below the right 

atrium. It is the chamber responsible for pumping oxygen-

depleted blood to the lungs. It has a rather complex shape, 

compared to the left ventricle, which defies easy geometric 

approximations and kept it unexplored by scientific research 

for a long time. However, many recent studies have 

demonstrated the prognostic value of the RV function in 

cardiovascular diseases including heart failure, RV 

myocardial infarction, congenital heart disease and pulmonary 

hypertension. 

Many works have been proposed in order to localize or 

detect the left and right ventricles in cardiac images. These 

localization methods can be grouped into two main categories 

[1] : 

1. Time-based recognition: This approach exploits the 

movement of the heart, which is in constant motion during the 

cardiac cycle [2-8]. 

2. Shape-based recognition [9-11]. 

 

Several segmentation methods have been published to 

detect LV in MRI or Echocardiographic images.  An example 

of these approaches published in  [12] was based on the 

conserved myocardial volume concept .  

In [13] the authors proposed a strategy that combines the 

border detection process and the generalized Hough transform 

to initialize an active-contour algorithm. Meanwhile, 

approaches based on CHT or Generalized Hough Transform 

use an accumulator space, which makes them cost more 

memory space and computational time. 

In a previous work, we have proposed an automatic level 

set based method [14] for endocardial border segmentation 

from MRI images. The process was automatically initialized 

with the circularity index. 

Similarly, many works interested in RV segmentation have 

been published.  In [15] Two semi-automated level-set-based 

approaches were used for right ventricular (RV) endocardial 

border detection from MR images. 

 

In [16], the authors have proposed a statistical shape 

analysis model to detect and locate regional wall motion 

abnormalities (RWMA). They have used the independent 

component analysis (ICA) to train the proposed model from 

normal and abnormal myocardial contraction. 

 

In [17], a new active-shape-model (ASM) based method 

was proposed to segment the right ventricle (RV) from cardiac 

MRI images. The proposed method achieved a significantly 

low segmentation error compared to existing literature. 

Recently, several methods based on Deep Convolutional 

Neural Networks (CNN) were developed in the literature for 

detecting endocardial and epicardial borders in LV [18,19]. 

These approaches use a stack of filters that can automatically 

learn hierarchies of features with no need of input pre-

processing. The algorithm presented in [20] starts with the 

application of U-Net architecture for the detection of LV. The 

LV segmentation results are then used to identify some 

regional cardiac indices. In other works, CNN has been 

combined with other algorithms, such as deformable models, 

to achieve better segmentation and classification performances 

[21]. 

 

The goal of this paper is to develop an interpretable 

segmentation process for right and left ventricles in MRI 

cardiac short-axis images based on the KFCM segmentation 

32



method and the ANFIS classifier. We propose to characterize 

the left and right ventricles by using some selected parameters 

extracted from the shape descriptor. Indeed, the left ventricle 

usually has a circular shape, and the right ventricle is more 

elongated. For this reason, we have chosen the following 

attributes as input of the ANFIS classifier: elongation, 

circularity factor.   

II. MATERIALS AND METHODS 

A. Fuzzy-C Means (FCM) 

the Fuzzy C Means (FCM) developed by Bezdek ([22],[23]) 

attempts to minimize the objective function with respect to 

each fuzzy membership degree uik and each prototype vi.   

 

𝐽 =   𝜇𝑖𝑘
𝑚 ||𝑥𝑘 −

𝑛

𝑘=1

𝑐

𝑖=1

𝑣𝑖|  
2, 1 ≤ 𝑚 ≤ ∞ =   𝜇𝑖𝑘

𝑚𝑑𝑖𝑘
2

𝑛

𝑘=1

𝑐

𝑖=1

(1) 

Similarly, the membership degrees or prototypes are first 

initialized, then each iteration of the process, affiliations and 

prototypes are updated, and the data vectors move from one 

class to another to minimize the objective function until 

stabilization. 

 

Membership degrees must satisfy the following conditions: 

 
Membership’s degrees uik and prototype vi are given as 

following: 

 (2) 

𝜇𝑖𝑘
𝑚 =  
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2
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The  FCM algorithm can be described as follows : 

Initializing parameters: 

c : number of classes. 

ε : Error of  convergence . 

m :  Fuzzy degree. 

2. Initializing the membership’s degrees U  between [0, 1]. 

3. Upload prototype V with relation (2.6). 

4. Upload Membership’s degrees with the relation (2.5). 

5. Repeat steps 3 to 4 until: 

||  Uold  - Unew  || <  ε. 

 

Kernel Fuzzy c-means KFCM 

In case of the classification algorithm based on  Kernel 

Fuzzy c-means (KFCM)  the objective function is minimized 

iteratively  by  the equation defined by ([24],[25],[26])   : 

 

𝐽𝑚=  𝜇 𝑖𝑘
𝑚  ∅ 𝐼𝑘 −∅ 𝐶𝐶𝑖  

2𝑁
𝑘=1

𝑐
𝑖=1

 (4) 

 

Φ: is an implicit nonlinear function. In this application, the 

selected function is the Gaussian function, K (x, x) = 1, so 

after simplification we obtain the following formula: 

 

𝐽
𝑚=2   𝜇 𝑖𝑘

𝑚  1−𝐾 𝐼𝑘 ,𝐶𝐶𝑖  
𝑁
𝑘=1

𝑐
𝑖=1

 (5) 

 

Center or prototype and membership degree are given by:   

 

 

𝜇𝑖𝑘
𝑚 =  

 1 − 𝐾 𝐼𝑘 ,𝐶𝐶𝑖  
−1

𝑚−1 

  1 − 𝐾 𝐼𝑘 ,𝐶𝐶𝑖  
−1

𝑚−1 𝑐
𝑗=1

 

 

 

(6) 

 

 

 

𝐶𝐶𝑖 =  
 𝜇𝑖𝑘

𝑚𝐾 𝐼𝑘 ,𝐶𝐶𝑖 𝐼𝑘
𝑛
𝑘=1

 𝜇𝑖𝑘
𝑚𝐾 𝐼𝑘 ,𝐶𝐶𝑖 

𝑛
𝑘=1

 

 

(7) 

  

 

We resume the KFCM algorithm as follows : 

Inputs: number of classes c, maximum number iteration 

tmax, and m>1, ε＞0, δ is the parameter of the Gaussian 

function. 

Output: iCC
 and  ik

,i=1,2,…,c,k=1,2,…,N. 

Step 1: Initialization of centers 0CC
, membership degree 

ik
 . 

Step 2:  

for t=1, 2,…,tmax: 

 

(a) : upload 0CC
and ik

 . 

 

(b) Calculate :  

 

𝐸𝑡 = 𝑚𝑎𝑥𝑖 ,𝑘  µ𝑖𝑘
𝑡 − µ𝑖𝑘

𝑡−1 . 𝐼𝑓𝐸𝑡  ≤ 𝜀 (8) 

Finish,  

else repeat (a). 

Step 3:   output ; iCC
and ik

 

 

B.  Characterization of the right and left ventricle 

 

The characterization step is very important. It allows the 

detection and localization of cardiac structures as left and 

right ventricles. In the field of pattern recognition, many 

10  iku    nkci ,1,,1 





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i

iku
1

1  nk ,1

nu
n

k

ik 
1

0  ci ,1  

 

nu
n

k

ik 
1

0  
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descriptors are available. The choice depends on the 

descriptors of the object characterized. 

The left ventricle has generally a circular shape and the 

right ventricle is longer, for this reason, we chose the 

following attributes [33]: 

Circularity factor:      

𝑭𝒄𝑯 = 𝑃(𝑅)/(2 𝜋.𝐴 𝑅  )  (9) 

Where,  P (R) :  is the perimeter.  

A (R): Area  

Elongation  factor =  RME length / width of RME                                              

RME : rectangle minimum supervision  

  

Type Factor  : 

𝐹𝑡 =
𝐴2

4𝜋 𝐼𝑥𝑥 +𝐼𝑦𝑦
  (10) 

Hu moments computation 

 

In [27], Hu proposed six moments which are invariant to 

position, scale , orientation , and parallel projections [28-29]. 

The calculation of the Hu moments is based on spatial and 

central moments. The spatial moments  𝑚𝑝𝑞   of an image 𝐼𝑥𝑦  

are calculated with the following equation (11): 

 

𝑚𝑝𝑞=  𝑥𝑝𝑦𝑞 𝐼𝑥𝑦
𝑁
𝑦=1

𝑀
𝑥=1

 (11) 

This allows us to compute the center of mass of the image 

and of a region in case of a binary mask. Centralized moment  

µ 𝑝𝑞 are geometric moments of the image computed relatively 

to the center of mass (𝑥 , 𝑦 ): 

 

               (𝑥 , 𝑦 )= 
𝑚10

𝑚00
,
𝑚01

𝑚00
   (12) 

 

µ 𝑝𝑞 =    𝑥 − 𝑥  𝑝 𝑦 − 𝑦  𝑞𝐼𝑥𝑦
𝑁
𝑦=1

𝑀
𝑥=1  (13) 

 

Centralized moments are invariant under translation. To 

enable invariance to scale, normalized momentsλpqare used:   

Λ𝑝𝑞 =
µ 𝑝𝑞

µ 00
𝛾 ,     (14) 

 

with 𝛾 =
𝑝+𝑞

2
+ 1,∀ 𝑝 + 𝑞 ≥ 2   (15) 

 

Hu proposed a set of orthogonal moment invariants, which 

can be used for scale, position, and rotation invariant pattern 

identification. We define the three orders Hu moments with 

the following formulas: 

 

 

𝐼1 = λ20 + λ02      (16) 

 

𝐼2 =  λ20 − λ02 
2 + λ11

2     (17) 

 

𝐼3 =  λ30 −  3λ12 
2 +   3λ21 − λ03 

2(18) 

 

 

C. Adaptive Neuro-Fuzzy Inference System (ANFIS) 

 

ANFIS is an adaptive network that uses a neural network 

combined with fuzzy logic. In fact, ANFIS has a fuzzy 

inference system optimized with the feed-forward back-

propagation algorithm.  

The Consequent parameters of the rule are calculated forward, 

and the premise parameters are calculated backward. Many 

fuzzy inference architectures have been proposed by different 

researchers [30]. 

In our work, we use zero-order Takagi- Sugeno fuzzy 

inference system, where the premise part of the fuzzy rule is a 

fuzzy proposition, and the conclusion part is a constant. 

 

III. RESULTS AND DISCUSSIONS 

A. Image acquisition 

For our experiments, we used two free databases available for 

research purposes.  

The Sunnybrook Cardiac Data set (SCD) contains 45 cine-

MRI images:  

12 ischemic heart failures, 12 non-ischemic heart failures, 12 

LV hypertrophies, and 9 normal cases. The whole complete 

data set is now available on the CAP server with a public 

domain license [31].  

The second free database is available at [32]. 

B. Methodology: 

1) Segmenation and localisation of the  left  and the right 

ventricles : the KFCM algorithm is applied to segment 

the short axis view. We present in Fig. 1 a segmentation 

example by using the KFCM algorithm with 3 clusters. 

 

 

According to Fig. 1.b, the algorithm KFCM segments the 

image into three classes. The first represents the low intensity 

pixels containing the lung and the background of the image, 

the second gathers the pixels of average intensities like the 

myocardium, while the third gathers the pixels of high 

intensities like the left and right ventricle. 

The segmentation results are evaluated on the data set [33] 

where a manual segmentation performed by two experts is 

Fig. 1 a. original image. b. KFCM segmentation 
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available. We obtain an average similarity of 94.82% (expert1) 

and 95.52% (expert2).  

 

 

Fig.2 Bland-Altman representation for expert 1 and 2 

 

To obtain a clearer interpretation of the results, we have 

drawn the Bland-Altman graph between expert1 and the 

KFCM method (Fig. 2.a), and between expert2 and the KFCM 

method. (Fig. 2.b). The Bland-Altman plot compares the 

means of the measurements to their differences. It is 

constructed as follows: 

• The first step is to determine the difference between the 

tested method and the reference method. The two limits 

of agreement are calculated by the average of this 

difference ± two standard deviations.  

• The second step is to make a graph where we write the 

differences between the two measurements according to 

the average value of the two measurements. 

 

2) Characterization of the right and left ventricle: We have 

used ANOVA for feature selection. We note that having 

an interference between the ―values‖ representing a 

studied feature means both the RV and the LV can be 

identified with it, which makes it impossible to use said 

feature to identify one ventricle from the other. Similarly, 

having a ―specific value‖ of a feature for one structure 

without the other, gives a possibility to associate said 

feature with that ventricle. 

A graphical presentation based on boxplot is given in Fig. 3 

and Fig. 4 to show the importance and uniqueness of the 

selected parameters. 

 

Fig. 3 Elongation, circularity and type factor box plots presentations for RV 

and LV. 

We note that the right ventricle has the highest elongation 

factor. For the 45 images selected, the elongation factor is 

greater than 2 for the right ventricle, and it is less than 2 for 

the left ventricle.  

In addition, the left ventricle has a circularity factor generally 

between 1 and 1.2. The right ventricle has a circularity factor 

greater than 1.3. We note that the left ventricle has a type 

factor close to 1. For images the type factor is between 0.95 

and 1. For the right ventricle this factor is less than 0.9. 

We can conclude from the box plot representations of the 

different descriptors that the most relevant characterization 

parameter for the right ventricle is the elongation factor, 

where for all 45 selected images, the right ventricle is 

characterized by an elongation factor greater than 2. 

While the type factor and circularity are the main parameters 

characterizing the left ventricle, when analysing all three 

descriptors it is safe to say that the factor type is the best 

parameter characterizing the circularity of the left ventricle. 

3) Recognition of the right and left ventricle using 

ANFIS :After the characterization step, we select the 

elongation and the circularity factor as input in the 

ANFIS classifier. For each parameter we choose two 

functions: less and high. 

The proposed model has 2 inputs; each input has two 

trapezoidal membership functions. 
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According to the characterization of the right ventricle, the 

elongation factor is generally greater than 2, and it is less than 

two for the left ventricle. 

The left ventricle has a type factor close to 1 (between 0.95 

and 1). while, for the right ventricle, it is less than 0.9.  

The neuro-fuzzy classifier generates automatically a set 

composed of 4 fuzzy rules to justify the classification: 

1.  If (Elongation is less) and (Circularity is less) then (output 

is unknown) 

 2. If (Elongation is less) and (Circularity is high) then (output 

is LV) 

3. If (Elongation is high) and (Circularity is less) then (output 

is RV) 

 4. If (Elongation is high) and (Circularity is high) then 

(output is unknow) 

 

We achieved an overall correct rate, sensitivity, and 

specificity of 98%, 96.67%, and 100% respectively for the 

perceptron multilayers, and  a correct rate, sensitivity, and 

specificity of 96%, 93.33%, and 100% respectively for ANFIS. 

A final segmentation can be shown on an actual short axis 

slice of an MRI image in Fig. 5. As it is visually clear, the left 

ventricle has a circle shape while the right ventricle has more 

of an elongated shape.  

 

Fig. 4 Hu moment1, Hu moment2 and Hu moment3 box plots presentations 
for RV and LV. 

We can conclude that the two classifiers provide the best 

performances. A little decrease in the accuracy of the ANFIS 

model is noted. On the other hand, the results obtained by the 

ANFIS classifier are explicit and interpretable. 

 

Fig. 5A demonstration of RV and LV segmentation on a short axis MRI 

image. 

IV. CONCLUSIONS 

This paper presents a new approach to MRI cardiac structures 

segmentation and localization using KFCM and ANFIS.  

The classification process was to previously segmented and 

characterized images using KFCM. The descriptors selected 

as input for the ANFIS classifier were circularity and 

elongation factors.  

The end results of 96% correct rate, 93.33% sensitivity, and 

100% specificity are quite promising and comparable to novel 

neural network models, while keeping an explicit explainable 

aspect that is sacrificed when working with neural networks 

(which are referred to as black boxes).  

In future work, we aim to apply this model to detect 

pathological shapes of the left and the right ventricles. 
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Abstract—In this work, a novel approach for automatic texture
classification using K Nearest Neighbor (K-NN) classifier is
presented. This approach is divided into two steps. First two-
dimensional random autoregressive model 2D-RCA is applied in
texture images to extract the relevant parameters to represent
this texture. Then extracted parameters are estimated by the
Generalized Method of Moment (GMM). These parameters are
used, as pixel features in texture image classification using
the K Nearest Neighbor (K-NN). A comparative study has
been performed with other classification methods. The proposed
method has exhibited great execution regarding obtained results
by these methods.

Index Terms—Texture Classification, K Nearest Neighbor ,
Classification, 2D-RCA models, GMM.

I. INTRODUCTION

Texture is one of the most important information for im-
age interpretation (1).Texture features reveal essential details
about the primitives that characterize a texture, along with
their relationship (2). In particular, texture classification has
become an important topic in image processing and pattern
recognition. Texture classification relies on identifying image
regions using their textural properties. However, and over the
years, various methods of classification have been developed
among them: namely: structural(3), statistical (4) and signal
processing methods and based stochastic model (5). Addition-
ally, morphology-based methods (5). Based on prior research,
it has been discovered that the majority of classification texture
classification approaches have integrated texture characteristics
with classifiers to improve classification accuracy for various
images (6).

Texture characteristics offer crucial information about the
primitives that make up a texture and their relationship (2).
Several techniques to representing texture have been pre-
sented. Co-occurrence matrices(7), Weber Local Descriptor
(WLD)(8), Local Binary Pattern (LBP) (9), autocorrelation-
based and registration-based features (10) are examples of
statistical features. Primitive measurements (3), edge mea-
surements (11), and mor-phological operation characteristics

are examples of structural features. Spatial domain filtering
(2), frequency domain analysis (12), and common spatial-
frequency techniques (12) are examples of filter characteris-
tics.

in this work, a proposed method based on spatial statistics
and the K-nearest neighbor is developed. First, an image is
modeled by using two random coefficients auto-regressive
models (13). Then a Generalized Method of Moment (GMM)
(14) is used to estimate the coefficient of this model. The 2D-
RCA estimated parameters will be used as an input to the K
Nearest Neighbor (K-NN) for classification. The framework
of the proposed method is given in figure1.

Fig. 1: block diagram of the proposed method.

The paper is arranged as follows: Section 2 introduces
and describes the spatial RCA models as well as the GMM
application to the 2D-RCA model. Section 3 presents the
proposed algorithm. In section 4, some preliminary results are
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discussed. Conclusions are given in the last section.

II. SPATIAL RCA MODEL AND PARAMETER ESTIMATIONS

The first step of this algorithm consists of modeling the
texture with the 2D-RCA models introduced by (13)

The 2D-RCA model is an extension of a 2D-AR model
introduced in(15) to model some non-Gaussian spatial data set
such as textured images. Its construction was inspired by the
famous 1D-RCA model widely used in econometric modeling
(16; 17) and engineering applications (18) A 2D stochastic
process follows a 2D-RCA model if:

x(t) =
∑

s∈]0;P ]

as(t)x(t− s) + e(t), t ∈ Z2 (1)

Where as(t) = αs +βs(t) . For this model, we need the
following assumptions:

a) e(t); t ∈ Z2 is an independent second order stationary
sequence of random variabls with mean zero and variance σ2

b) αs; s ∈ ]0; p] are real constants.

c) If β(t) = (βs(t); s∈ S]0;P])’, then (β(t), t∈ Z2) is an
independent sequence of d × 1 random vectors with mean
zero and E , (β(t)β0(t)) = C.

d) β(t) and e(t) are independent.

The 2D-RCA models proposed in (15) are drawn on a
regular network. They are unilateral by construction, only most
of the images we process are made of grids with irregular
pixels. Fortunately, with the increasing use of computers
begins center technology, in at least some situations, data
with irregularly spaced pixels can be replaced by a regular
grid using image interpolation techniques and re-sampling
programs. In the estimation part, we need the second and
fourth-order stationarity of the model. the conditions of the
second and fourth orders have been established in (13). As in
practice most of the spatial models are of first-order we will
focus on the first order 2D-RCA model given by:

X(i, j) = αX(i, j − 1) + βX(i− 1, j) + γX(i− 1, j − 1)+

a1(i, j)X(i, j − 1) + a2(i, j)X(i− 1, j)+

a3(i, j)X(i− 1, j − 1) + ε(i, j)
(2)

x
¯

= (X(i, j − 1);X(i− 1, j);X(i− 1, j − 1)). (3)

where X(i,j): gray level at (i,j).

The condition of the second order stationarity is given by:

(i) ∆= α 2+β 2+γ 2.

(ii) ∆ > 0.

(iii) 1/2 (α2 + β2 +
√

∆) < 1.

Under stationary conditions, the estimation of the 2D-RCA
model given by Equation (5) is achieved by the generalized
method of moments (GMM) (14). Based on the observations
:

x
¯

= (X(i, j − 1);X(i− 1, j);X(i− 1, j − 1)). (4)

The GMM estimator of (α, β, γ) is given by:

θ̂n =

n∑
i=1

m∑
j=1

bx
¯
(i, j)x

¯
′(i, j)c−1 ×

n∑
i=1

m∑
j=1

bx
¯
(i, j)X(i, j)c

(5)
where: θ=(α, β, γ)

For more details see(15) .

III. PROPOSED METHOD

in this section, we present an algorithm for texture classifi-
cation using 2D-RCA modeling. We have used the k-nearest
neighbor approach as a classifier in this work.

K-Nearest Neighbors (K-nn) is one of the simplest algo-
rithms used in Machine Learning for categorizing objects
based on the feature space’s nearest training samples(19). The
k-nearest neighbor algorithm computes the distance between
the query sample and each training sample and chooses the
best neighbors with the smallest distance. In comparison to the
other technique, the nearest neighbor is simpler to implement.
It also does not need much training. It is especially useful
when dealing with a small data set that cannot be effectively
trained using other machine learning approaches.

The main disadvantage of the nearest neighbor method is
that the calculating distance speed increases with the amount
of available training samples. K is the number of nearest neigh-
bors considered while making the prediction. The nearest pixel
is determined by its proximity to the pixel under consideration.

For example, if K=6, we consider the six nearest points and
use the label of the majority of these six points as the projected
label. Figure 2 shows an example of how the neighbors are
estimated using KNN.

The aim is to predict the label for the point marked as X. If
K=3, out of 3 neighboring points of X, 2 are blue circle and
1 is black. So we predict the label for X as a blue circle. If
K=6, out of 6 neighboring points of X, 4 are black circle and
2 are blue. So we predict the label for X as black circle. From
this example, we can see that as K varies, the predicted label
differs. Thus K is the parameter for K-nn that is to be tuned to
find the optimal value. On the labeled training data, different
values of K are tested, the K value that given the best result
is choosing. the K value is fixed, this value can later be used
for predicting unlabeled data points.

There are two sections of the proposed algorithm.
First, the image is modulated using the 2D-RCA model, and

then the parameters are estimated using the GMM process,
and these parameters are used as characteristic vectors for
classification using the K-NN.
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Fig. 2: k-nn classifier.

the proposed algorithm consists of the following steps:

Algorithm 1: knn classification using 2D RCA mod-
els

Input: IMG image with N lines and M columns,
Number of class c, parameter k , windows size

Output: classified image
Step 1: Extract texture features using 2D-RCA model Do:

1- Identify the k relevant thematic classes on the IMG
image // it is a supervised classification,

hence the user selects representative samples

for each class in the image.

1 2- For each thematic class Ci; i = 1; : : : ; k select an
image window of size n× n, then using (4) and (5)
estimate the parameters α ,β ,γ and σ .

2 The obtained 4 values allow constructing a 1x4
characteristic vector V i of each thematic class Ci; i =
1; : : : ; k:

Step 2: classification step
1- For each pixel pix of IMG, do
a) Extract the image window Wpix of size n× n
centred on pix.
b) Construct the characteristic vectors following
previous steps
2- apply the knn algorithm using the estimated
parameters of the 2D-RCA model as a vector training

IV. EXPERIMENT RESULTS AND DISCUSSION

In this section, the results of the proposed methods are
presented. the algorithm has been tested on the will know bro-
datz database (20). The proposed method has been applied to
different images from the USCSIPI image database presented
in figure(3).

The USC-SIPI image database is a collection of digitized
images. It is largely maintained to support image processing,

TABLE I: Texture classification accuracy

Classification accuracy
images KNN SVM distance algorithm
image1 91.005 89.89 90.01
image2 90.11 89.84 88.87
image3 90.02 90.11 90
image4 90.1 90 89.8
image5 90 87.51 87.59
image 6 94.07 90.02 90

image analysis, and machine vision research. The USC-SIPI
picture database was initially published in 1977, and since
then, numerous more images have been added. the USC-SIPI
image database texture includes 155 images, all grayscale, 130
512x512 and 25 1024x1024.

In the proposed K NN classification model, the best and
optimum k-value is 2, obtained results are given by fig (3),
the different test has been carried out on size window of 25
× 25 on two and four classes with a different region.

It’s noticed that most of the fine textures have been detected
by the proposed approach (fig.3a).

To assess the performance of the proposed approach, ob-
tained results have been compared to those given by support
vector machine (SVM) and distance-based algorithm, SVM
algorithm has used the 2D RCA parameters while the distance-
based algorithm has used the first four parameters of Haral-
ick, namely: contrast, homogeneity, correlation, and entropy
extracted from the co-occurrence matrix.

Classification results illustrated by Fig.(3) show that the
results obtained by the k-nn classification using 2D-RCA
parameters are the best for different textures compared to other
algorithms. the 2D-RCA model presents a geneity in relation
to textures; hence a better classification rate under varying K
has been studied using the K-nearest neighbor classifier, they
have been computed for different textures and methods. The
results are presented in Table(1).

On most testing images, the best classification rate is
given by the proposed approach. For different images, it is
observed that the images classification is visually acceptable.
The carried tests (table 1) have shown that the best result
obtained by the proposed algorithm.

Classification results illustrated by Fig.(3) show that the
results obtained by the k-nn classification using 2D-RCA
parameters are the best for different textures compared to other
algorithms. the 2D-RCA model presents a geneity in relation
to textures; hence a better classification rate under varying K
has been studied using the K-nearest neighbor classifier, they
have been computed for different textures and methods. The
results are presented in Table(1).

On most testing images, the best classification rate is given
by the proposed approach.

For different images, it is observed that the image’s classi-
fication is visually acceptable. The carried tests (table 1) have
shown that the best result obtained by our algorithm.
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Fig. 3: (a) original images (b) 2D-RCA Knn results algorithm,(c) svm results (d) distance algorithm results .

V. CONCLUSION

The main objective of this paper is to propose a new
approach for texture classification based on the estimation
of the parameters of a 2D-RCA model using the GMM
estimation. In the first step, mathematical definitions and the
model properties have been given. The estimated parameters
have been incorporated into a classification scheme. The
proposed approach uses few textures features with a relatively
good quality of classification. To conduct the experimentation
different window sizes have been considered to study the
effect on classification accuracy. The obtained results have
been compared with other approaches results to evaluate the
performance of the proposed algorithm. the efficiency of the
proposed algorithm has been proved.
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Abstract—As manufacturing speed increases in the sector of 

the steel industry, speedy and precise product inspection turns 

more important. Many industries such as aerospace, ships, 

submarines, and automotive reject the steel strips which have 

surface defects because a minor defect in these surfaces might 

result in Human and material losses in a later stage. In this 

context, we propose in this work to develop an intelligent 

recognition system of surface defects for hot-rolled steel strips 

images using gray-level co-occurrence matrix (GLCM). Nineteen 

(19) features were derived from GLCM technique. The 

classification system was based on the decision tree model 

(DTM). A total of 1800 images were analyzed and classified into 

six categories of defects. The results showed that our classifier 

model can be used easily for effective screening of surface defects 

for hot-rolled steel strips with very high classification accuracy 

up to 98.11%. In addition, we addressed through this research a 

comparative study between the proposed classification model 

and the rest of the modern classification models. This study 

highlighted the efficiency and effectiveness of our proposed 

model for the classification of surface defects. 

 
Keywords—Decision Tree Model, Gray-level Co-occurrence 

Matrix, Defect classification, Steel surface inspection. 

I. INTRODUCTION 

Surface defects plays an important role on the performance 

and the quality in industry. For that reason,  many industries 

such as aerospace, ships, submarines, and automotive reject the 

steel strips which have surface defects. In fact, a minor defect 

in these surfaces might result in Human and material losses in 

a later stage [1]. Inspection of surface defects by Human 

operators [2] is not adequate, slow, variable, and subjective. 

Studies [3,4] have proven that the inspection using a manual 

manner can only detect 65-70% of the defects. So, developing 

automatic inspection systems is an important issue in the 

metallic industry. 

   Currently, many defect recognition algorithms can be used in 

system of inspection of steel surface defects such as k-nearest 

neighbor (KNN) [4], Artificial neural network (ANN) [5], 

fuzzy inference system (FIS) [6],  support vector machine 

(SVM) [7], K-mean Algorithm [8], Decision tree [9], etc. 

  In recent years, many researchers developed automated 

inspection systems based on machine vision. Luiz et al. (2010) 

adopted Principal Component Analysis (PCA) as features 

extractor, and Self-Organizing Maps (SMO) as a classifier to 

classify six classes of the hot-rolled steel surface defects with a 

classification accuracy of 87% [10]. Sharifzadeh et al. (2008) 

used image processing algorithms for detecting four popular 

classes of steel defects and the result of the prediction was up 

to 90% [11]. Hongbin et al. (2004) and Keesug et al. (2006) 

applied support vector machine (SVM) as a classifier of the 

inspection system, SVM gave better performance than ANN 

for their samples on hot rolling steel and achieved an accuracy 

of 90% [12,13]. Decision trees are a recent and effective 

method of data mining to predict a qualitative variable using 

variables of any type (qualitative and/or quantitative). In this 

context, this paper aims to construct an automatic surface 

defect inspection system for hot-rolled flat steel (Fig.1) based 

on the GLCM and DTM outperforming the subjective 

traditional human inspection procedures. The system was 

successfully trained and validated using 1800 images devided 

into six groups of defects. These defects include scale (RS), 

patches (Pa), crazing (Cr), pitted surface (PS), inclusion (In), 

and scratches (Sc). The experimental results show that most 

surface defects can be effectively recognized and the highest 

recognition rate of the prediction was up to 98.11%. 

 

The contributions of this work are the combination of the 

GLCM and DTM techniques applied to hot-rolled steel strips 

images, and improve the performance of the classification 

system compared to the literature. 

The remainder of this paper is organized as follows: Section 2 

presents our proposed technique. Section 3, presents the 
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experimental results of our work. Finally, conclusions are 

provided in Section 4. 

 

 

 

Fig.1. Rolling process 

II. PROPOSED METHOD 

The proposed technique consists of three major steps:  

• The first step is image acquisition. In this work, we 
have used hot-rolled steel images represented in Fig. 2, 
with six classes. 

• The next step is extraction the features of the images. 
This is done with the co-occurrence matrix. In this 
work, we have used the GLCM matrix to extract 19 
features which are: Autocorrelation, Cluster 
Prominence,  Cluster Shade, Contrast, Correlation, 
Difference entropy (Dent), Difference variance, Energy, 
Entropy, Dissimilarity, Homogeneity, Information 
measure of correlation 1, Information measure of 
correlation 2, Inverse difference, Maximum probability, 
Sum average, Sum entropy,  Sum of square, Variance, 
Sum variance.  

• In the final step, the decision tree model is used to 
classify the different steel surface defects. 

The flowchart of the proposed technique is shown in Fig. 3. 
 

 

Fig.2. Samples images of six typical surface defects classes 

 

A. Features extraction 

Feature extraction is the most important step of any system 
of pattern recognition. Its main function is to find an 
appropriate representation of the pattern under study. Many 
methods can be used to extract the features of an image such as 
Histogram of Oriented Gradients (HOG), Discrete Cosine 
Transform (DCT),Wavelet Transform (WT), and Gray-level 
co-occurrence matrix (GLCM) [14-17]. In view of the 
capabilities and features provided by the Gray-level co-
occurrence matrix (GLCM) we have used it to extract the 
feature of the images. 

1)  Gray-level co-occurrence matrix (GLCM): GLCM is a 

matrix in which the number of rows and columns is equal to a 

numberofgray levels in the picture.The properties of the 

textures in the statistical analysis are determined by the pixel 

density distribution at certain locations relative to each other 

in the image [17-20]. 
The distance (£) between the pairs of adjacent pixels and the 
direction or angle (α) for some are significant in the GLCM 
calculation. Fig. 4 illustrates the GLCM of an image of a 5x5 
matrix containing four Gray levels (0, 1, 2, and 3). 
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Fig.3. Block diagram of the proposed system 

 
In Fig. 4, the pairs of pixels 0 and 1 are repeated twice at a 

distance of 1 and an angle of 0°. The GLCM matrix was 
formed from the value 2 for row 0 and column 1. In the same 
way the GLCM matrix of row 0 and column 0 were valued at 
2. We can calculate GLCM for the directions 45º, 90º, and 135º 
as shown in Fig. 5. 

Matlabwasused to calculate the cost matrix (GLCM) or 
whatisknown as the probabilitydensityfunction. In thisstudy, 
we have not used the matrix of gray levelco-occurrence 
(GLMC) directly as a featuredescriptor of the image.  
Ratherthanwe have usedthis matrix to extract 19 second-
orderstatistical texture features to describe the steel surface 
defects images. 

 

Fig.4. Example of the GLCM matrix estimated for an image 

 

 

 
 

Fig.5. Different trends of pixel values when calculating GLCM 

 

Some equations of features extracted from the GLCM 

method are given in the following equations: 
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B. Features extraction 

This technique is simple to use, easy to understand, visualize, 
implement, and offers many advantages compared to other 
decision-making tools. Decision trees consists of two steps. 
Firstly, the method constructa tree with the training data. 
Secondly, the tree is examined to determine the class to which 
the record belongs. There are nodes in the tree which provide a 
test on an attribute.An outcome of the test is given by a branch, 
and a class is provided by a leaf node. [21-23]. 

 

(1) 

(2) 

 

(3) 

 

(4) 

 

(5) 
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Fig.6. Visualization of the data 

 

TABLE I. GLCM FEATURES EXTRACTED FROM THE IMAGES 

GLCM feature Cr Pa PS In RS Sc 

Autocorrelation 28.19 9.62 26.20 28.06 20.6 17.35 

Cluster 

prominence               
37.61 5.09 487.86 68.57 4.40 91.77 

Cluster Shade  1.48 0.10 18.47 0.022 0.28 11.02 

Contrast                    0.46 0.07 0.37 0.11 0.16 0.16 

Correlation                0.79 0.89 0.96 0.96 0.77 0.90 

Difference entropy  0.75 0.26 0.69 0.34 0.45 0.41 

Difference 

variance                    
0.28 0.06 0.25 0.09 0.14 0.15 

Dissimilarity             0.43 0.07 0.34 0.10 0.16 0.13 

Energy                0.12 0.45 0.08 0.18 0.33 0.35 

Entropy  2.40 1.14 2.77 1.92 1.41 1.51 

Homogeneity 0.79 0.96 0.83 0.94 0.92 0.93 

Information 

measure of 

correlation1  

-0.33 
-

0.68 
-0.57 -0.75 -0.4 -0.63 

Information 

measure of 

correlation2   

0.79 0.83 0.94 0.95 0.74 0.87 

Inverse difference  0.79 0.96 0.84 0.94 0.91 0.93 

Maximum 

probability          
0.21 0.64 0.17 0.27 0.42 0.54 

Sum average  10.46 6.11 9.39 10.30 9.01 8.14 

Sum entropy    2.05 1.09 2.49 1.85 1.29 1.42 

Sum of squares 

variance  
1.07 0.33 4.33 1.56 0.36 0.85 

Sum variance  3.83 1.24 16.90 6.13 1.28 3.25 

 

III. RESULTS AND DISCUSSION 

In this section, the experimental results are presented. For 

evaluating the system performance and to know the output 

unit response accuracy, the classification matrix is developed 

considering the following points: 

• We have used in this work 1800 images, with 300 

images of each class (defects).  

• The 6 typical defects used as the output of the classifier 

model (DTM) were:scale (RS), patches (Pa), crazing 

(Cr), pitted surface (PS), inclusion (In), and scratches 

(Sc). 

Table I shows the GLCM attributes exracted from the 

images for the six classes. To evaluate the performance of our 

classifier model a confusion matrix was carried out. It is a 

table containing information and details about the actual 

ratings (classified by humans) and the predictive ratings that 

the classifier predicts. From the confusion matrix (Table II) 

we can conclude the following points: 

• The classifier made a total of 1800 predictions. 

• The number of cases correctly predicted for class “Cr” 

and its actually belongs to the “Cr” class is 299 cases. 

• The number of cases correctly predicted for class “In” 

and its actually belongs to the “In” class is 294 cases. 

• The number of cases correctly predicted for class “Pa” 

and its actually belongs to the “Pa” class is  294 cases. 

• The number of cases correctly predicted for class “Ps” 

and its actually belongs to the “Ps” class is 292 cases. 

• The number of cases correctly predicted for class “Rs” 

and its actually belongs to the “Rs” class is 296 cases. 

• The number of cases correctly predicted for class “Sc” 

and its actually belongs to the “Sc” class is 291 cases. 

• The diagonal elements of the confusion matrix showsthe 

correctly classified groups. 

• The total number of cases correctly predicted is 1766 

cases. 

• The overall accuracy of the classifier is 98.11%. 

 

TABLE II.    CONFUSION MATRIX 

 Predicted Cass (Group) 

Cr In Pa Ps Rs Sc 

 

Actual  

Class 
(Group) 

Cr 299 0 1 0 0 0 

In 0 294 0 3 0 3 

Pa 4 0 294 0 0 2 

Ps 0 4 0 292 2 2 

Rs 1 3 0 0 296 0 

Sc 1 3 2 2 1 291 
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Fig.7. Confusion matrix in 3D 

 

Figure 8 shows the visualized surface for the different classes using 

the decision tree model. 

 

 

Fig.8. A decision surface for the different classes 

 

To evaluate the performance of the classifier optimally, we 

have used four metrics namely: Accuracy, Precision, Recall, 

and F-Measure. 

Accuracy: It gives the overall accuracy of the classifier, In 

other words, it gives the total samples that were correctly 

classified by the classifier. To calculate accuracy, we  use the 

following formula: 

TP TN
Accuracy

TP TN FP FN

+
=

+ + +
      (6) 

 

Precision or Sensitivity: represents the classifier's success rate 

in classifying the correct cases for each class (or group) of the 

predicted classes, and is calculated as follows: 

 

TP
Precision

TP FP
=

+
   (7) 

 

Recall: It represents the classifier's success rate in not 

classifying wrong cases to another class (or group) of the 

predicted classes, and is calculated as follows: 

 

TP
Recall

TP FN
=

+
   (8) 

  

F1-Score: This metric is derived from the precision and recall 

rate. The value of F1-Score ranges from 0 to 1, where 1 

represents the best model output and 0 represents the worst 

model output. It is estimated as follows: 

 

2

2

TP
F1 Score

TP FP FN
− =

+ +
   (9) 

  
Examining Table III, it can be noticed that the classifier's 

performance was excellent. The results of the “precision” 
revealed high rates of correct detection for all six classes, 
ranging between 96% and 98%. This reflects the classifier's 
success rate in classifying the correct cases for each class of 
the predicted groups. Same findings for the “recall”. It 
provided high rates, ranging between 97% and 99%, which 
translates the classifier's success rate in not classifying wrong 
cases to another class of the predicted classes. Regarding “F1 
Score”, the results were very close to “1”, as the results were 
limited between 0.97 and 0.98, which reflects the efficiency 
and effectiveness of the classifier. 

 

TABLE III.  PERFORMANCE EVALUATION OF THE PROPOSED MODEL 

Classes Precision (%) Recall (%) F1-Score 

Cr 98.03 99.66 0.9884 

In 96.71 98 0.9735 

Pa 98.99 98 0.9849 

Ps 98.31 97.3 0.9782 

Rs 98.99 98.66 0.9883 

Sc 97.65 97 0.9732 

 

 

To highlight the efficiency of the proposed classification 

model, we conducted a comparative study with some models 

in the same field (Table IV). The results showed that our 

model achieved a good classification rate of 98.11 %, 

compared to other models. Luiz et al (2010) adopted Principal 

ComponentAnalysis as a features extractor, and Self-
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Organizing Maps as a classifier to classify six classes of the 

hot-rolled steelsurface defects with a classification accuracy 

of 87%.Ashour et al. (2019) developed a model to classify the 

hot-rolled steel surface defects by combining the DST and 

GLCM for feature extraction. PCA was applied to reduce the 

dimension of the feature vector. The SVM classifier was 

finally trained to classify the surface defects. The proposed 

model provided a classification rate of 94.11%. Our model 

was able to achieve the highest performance compared to all 

modern classification models with a rate of 98.11% 

outperforming the methods existing in the literature. This 

demonstrates the performance of the proposed method (Table 

IV). 

 

TABLE IV. COMPARISON WITH THE STATE-OF-THE-ART FINDINGS USING NEU 

SURFACE DEFECT DATABASE 

Author 
Features 

Extractor 
Classifier 

Accuracy 

(%) 

Boudiaf et al. [5] GLCM KNN 91.12 

Luiz et al.[10] PCA SOM 87 

Ashour et al. [24] 
DST-

GLCM 
SVM 94.11 

Proposed model GLCM DTM 98.11 

 

 

IV.  CONCLUSION 

In this paper, an automatic system inspection of surface 

defects on hot rolled steel using GLCM and DTM 

wasproposedto overcome the limits of the traditional human 

inspection procedures. The experimental results showed that 

our method is effective in classifying the surface defects. 

Moreover, the rate of accuracy obtained by this algorithm was 

98.11%. May this work will assist the engineers to classify the 

surface defects of the hot-rolled steel strip quickly and 

correctly compared with quality control of steel products by 

the human vision which remains tedious, fatiguing, bit fast, bit 

robust, sketchy, dangerous, or impossible. In future, we plan 

to increase the number of the classifiers to improve the 

performance of the system. 
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Abstract— Arabic handwritten text recognition is an active 

research field. Various challenges facing these recognition 

systems most notably the freestyle and the infinite variability of 

human handwriting. This paper compares the performance of 

well-known convolutional neural network learning models for 

handwritten Arabic text recognition.  We applicate the idea of 

transfer learning and we use the pre-trained models with feature 

extractor and fine-tuning strategies. In this study, the last fully 

connected layer is replaced with another fully connected layer to 

recognize a number of classes according to the tested dataset. To 

compare these models we used different databases, which are 

developed for the recognition of Arabic handwritten words, 

letters, or digits. These databases are CMARTDB 3.3.1 and 

MADBASE for digit recognition, OIHACDB and AIA9K for 

character recognition, and AHDB for word recognition. 

 

Keywords— Arabic handwritten text recognition, Deep 

learning (DL), Convolutional Neural Network (CNN), Transfer 

Learning (TL), Pre-trained models. 

I. INTRODUCTION 

Handwriting recognition becomes a central problem in the 

sector of pattern recognition and artificial intelligence in 

recent years. It continues to be a very challenging area due to 

its enormous application. Many works for different languages 

have been proposed in this field but most of these works were 

concentrated on Latin languages. Arabic is among the 

languages which have not had much interest by researchers in 

the fields of recognition. There are many levels of 

Handwritten text recognition; sentences recognition, word 

recognition, character recognition, numerals recognition, etc 

[1]. 

  Handwritten digit recognition is the main component for 

many applications in various domains; checks verification, 

office automation, business, postal address reading, printed 

postal codes, and data entry applications [2]. The recognition 

of handwritten digits presents many difficulties related to the 

unlimited variation in human handwriting. 

Arabic Handwritten text recognition is a more difficult task 

that faces several challenges, including the structural 

similarity of some handwritten Arabic samples. The main 

difficulties in Arabic handwriting recognition revolve around 

variations in the writing between different individuals and also 

the intra variability of a single writer. 

The handwriting recognition problem has been studied 

using different classifiers such as SVM [3, 4], KNN [4], 

Neural Network [4], and Convolutional Neural Network 

(CNN) [5, 6]. Great interest has been given to CNN in recent 

times. CNN is a category of Deep Learning methods that have 

shown unlimited success in image-related problems such as 

images classification, image segmentation, object detection, 

etc. 

The important step in CNN is training the network. 

Wherever, training CNNs involves many samples, which 

makes computational demands on the system.  

Considering the enormous resources necessary to train deep 

learning models or the large and challenging datasets used to 

train these models, transfer learning may be the best technique 

allowing to speed up the training and improve the 

performance of deep learning models. 

Transfer learning (TL) can be defined as the ability of a 

system to recognize and apply knowledge learned from 

previous tasks on other tasks or similar areas. In the machine 

learning domain, TL is a method, which allows to reuse a 

model already developed for a task as a starting point for 

another task. The idea of the transfer learning method is 

described in Fig.  

 
Fig. 1.   Transfer learning technique 
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The training of these models named pre-trained models has 

already been carried out on a large dataset such as the famous 

ImageNet database with millions of images. These models can 

be exploited in two different ways: (1) feature extractor and (2) 

fine-tuning. Feature extractor allows us to use a pre-trained 

model without its final layer as a fixed feature extractor for 

other tasks. The pre-trained model’s weighted layers are used 

to extract features and the weights of the model’s layers are not 

updated during training with new data for the novel task. In the 

fine-tuning strategy we replace the final layer, we enrich the 

network with new layers and we selectively retrain some of the 

previous layers. 

This work evaluates the performance of several pre-trained 

models for the recognition of Arabic handwritten words, 

letters, and digits 

The rest of this paper is structured as follows. Section 2 

describes the characteristics of Arabic language. Section 3 

gives an overview of related works in the field of Arabic text 

recognition. Section 4 presents details of the proposed 

methods.  Section 5 provides an analysis of the experimental 

results and discusses the results of the evaluated techniques. 

Finally, section 5 elaborates a conclusion of this study.  

II. ARABIC CHARACTERISTIC’S 

Arabic language represents the mother language in various 

countries. It has several characteristics that cause problems for 

a recognition system. Theses characteristics can be 

summarized in the following:  

 The orientation of the writing is from right to left. 

 Arabic alphabet has 28 letters with a variety of shapes 

where each character has more than two shapes 

depending on the position of the character in the word (at 

the beginning, in the middle, or at the end of the word). 

Six characters (ا ,و , ز,ر ,ذ ,د) have just one shape. Fig. 2 

displays the letter “taa” with different forms according to 

its position in the word. 

 
Fig. 2.  Letter “taa” with different forms according to its position in the word. 

(a) in the beginning, (b) and (d) at the end, (c) in the middle. 

 Diacritics points play an important role in the Arabic 

language. Several characters have the same main form 

and differ in the position (above or below these characters) 

or the number of these points. Fig. 3 shows an example of 

Arabic letters with the same main part and different 

numbers of diacritics points. 

 
Fig. 3.  Arabic letters with the same main part and different numbers of 
diacritics point 

Fig. 4 shows an example of Arabic letters with the same 

main form and different positions of diacritics points. 

 

 
Fig. 4.  Arabic letters with the same main form and different positions of 

diacritics points 

 Other diacritic marks that affect the recognition exist 

like hamza or madda which can be placed above or 

below characters (e.g. Fig. 5). Theses marks can 

change the meaning of a word. 

. 

 
Fig. 5.  Other diacritics marks in Arabic language. (a) Hamza, (b) madda. 

 The combination of two or more letters with horizontal 

or vertical overlapping between component characters 

is called a ligature. Examples of ligature in Arabic 

language are presented in Fig.  6. 

 
Fig. 6.   Examples of ligature in Arabic language 

 For Arabic handwritten digits, there is a structural 

similarity in writing between the different digits.  

III. RELATED WORKS 

Numbers of methods were improved in the literature to 

recognize Arabic text.  

In [9], Ashiquzzaman and al. proposed a hybrid method 

that combined Restricted Boltzmann machine (RBM) and 

CNN. RBM was used as a features extractor and CNN was 

used to classify handwritten Arabic digits of the CMATERDB 

3.3.1 dataset [7]. The authors used the data augmentation 

technique and also the activation function ‘Elu’. The proposed 

method achieved an accuracy of 99.4%. 

For Arabic handwritten word recognition, Alia and al. [10] 

presented a technique based on scale-invariant feature 

transform (SIFT) and SVM classifier without segmentation to 

sub-letters. AHDB dataset [11] was used to test this work and 

obtained a recognition rate of 99.08%. 

For recognizing Arabic handwritten characters, Boufenar 

and al. proposed a bio-inspired method [12]. The proposed 

work is composed of three main modules. The first module is 

pre-processing, the extraction of primitives (structural and 

statistical characteristics) and recognition using an artificial 

immune recognition system (AISR). The authors had also 

collected a new database of isolated Arabic handwritten 
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characters called OIHACDB (Offline Isolated Handwritten 

Arabic Characters DataBase). The collected dataset exists in 

two versions; OIHACDB-28 and OIHACDB-40 (28/40 

classes of Arabic handwritten letters). The recognition rate 

attained by this system is 93.2% on OIHACDB-28 dataset. 

Later, Boufenar [13] has proposed architecture based on deep 

learning built with three convolutional layers and pooling 

layers followed by a fully connected layer and regularization 

with the dropout optimization operation. In the same work, 

they tested the pre-trained AlexNet model with two different 

ways: training from scratch and transfer learning.  

In [14], the authors proposed a simplified CNN model that 

includes five convolution layers and uses batch-normalization 

and dropout operations to recognize Arabic handwritten 

isolated characters. In this work, OIHACDB-28, OIHACDB-

40, and AIA9K datasets were used for the test. In addition, the 

authors evaluated various deep transfer learning pre-trained 

models and study different levels of fine-tuning strategy. The 

proposed CNN model achieved accuracies of 94.7%, 98.3%, 

and 95.6% for the test set of OIHACDB-28, OIHACDB-40, 

and AIA9K [15] datasets respectively. 

Another work based on CNN was presented in [16]. The 

authors proposed a deep sequential CNN model to address the 

problem of recognizing offline handwritten Arabic text, 

including isolated digits, characters, and words. The proposed 

model consists of 34 building blocks, including one input 

layer, one output layer, five stacked convolutional layers 

blocks, and two fully connected hidden layers for non-linear 

classification. The comparative experimental demonstrated a 

promising results with a testing accuracy of 99.91%, 99.72%, 

99.91%, 99.82%, 99.86%, and 99.95% using MADBase [17], 

CMATERDB, HACDB, and three types of SUST-ALT 

databases, including digits, characters, and words, 

respectively. 

IV. PROPOSED WORKS 

The methods evaluated in this research are based on the 

deep transfer learning CNN models. This section presents the 

procedure for applying the transfer learning in the context of 

Arabic handwritten text recognition. 

A. Transfer learning for Arabic handwritten text recognition 

The idea of transfer learning is to re-use neural network 

model trained on a problem in another similar problem. The 

pre-trained models were developed for standard computer 

vision benchmark datasets, such as the ImageNet, which 

contains 1.2 million labeled images belonging to 1000 

categories. Transfer learning has the advantage of reducing the 

training time and the consumption of hardware resources.  

To demonstrate the power of transfer learning method for 

classifying images of Arabic handwritten text, the 

performance of the most popular architectures namely; 

VGG16 [18], InceptionV3 [19, 20, 21], ResNet50 [22], 

MobileNet [23], EfficientNet [24] and DenseNet121 [25] is 

compared in this work. 

In this paper, the transfer learning technique was applied 

with two scenarios. First by fine-tuning each of the exploited 

pre-trained models.   In this strategy we initialize the network 

with a selected pre-trained network, other layers were added 

and the whole model was retrained. Second, by using the pre-

trained models in features extractor mode, so we replace the 

final layer, we add some layers then we just retrain the newly-

added last layers of the network. The steps of these two 

scenarios are presented in Fig. 7. 

 
Fig. 7.  Fine-tuning strategy, VS feature extractor strategy 

 

1) Features extractor scenario: For all the used pre-trained 

models we retain the earlier layers as fixed features 

extractor for the tested datasets. In this mode of transfer 

learning technique, the last layer in the pre-rained models 

was replaced with a set of layers. Then, we just train the 

new layers without updating the weights of the pre-

trained models. For ResNet50, EfficientNet, Inception 

V3, DenseNet121, and VGG16 models, the added layers 

are a fully connected layer with a filter size of 32*32, a 

ReLU layer to improve the non-linear problem, and 

another fully connected layer with N output neurons to 

enable the classification of N classes. In this work, the 

number of classes (N) differs according to the used 

dataset. Fig. 8 illustrates the proposed ResNet50, 

Inception V3, EfficientNet, DenseNet121, and VGG16 

model’s customization for Arabic handwritten text 

recognition. 

For MobileNet model, the added layers are a batch 

normalization layer, a fully connected layer with a filter size 

of 32*32, a ReLU layer, a dropout operation with a probability 

of 0.2, and a last fully connected layer. 

Fig. 9 describes the proposed MobileNet model’s 

customization for Arabic handwritten text recognition. 

52



 
Fig. 8. Proposed model's customization for Arabic handwritten text 
recognition. ResNet50, Inception V3 EfficientNet, DenseNet121 and VGG16. 

FCL: fully connected layer. 

 

 
Fig. 9.  Proposed MobileNet model’s customization for Arabic handwritten 

text recognition. FCL: fully connected layer. 

2) Fine-tuning the pre-trained models: In this mode, the 

final fully connected layer in each CNN architecture was 

swapped out and replaced with a softmax layer to match 

the number of categories of each tested dataset.  We add 

a fully connected layer with filter size of 32*32, and a 

ReLU layer. Finally, this new model (the pre-trained 

model and the added layers) is trained on the new 

datasets.  

B. Training 

When training the CNN models we used the standard cross-

entropy loss function in combination with softmax as the last 

layer to provide probabilities of each class. As optimizer, we 

used Adam optimizer with a learning rate of 0.0001 for all the 

tested models. Each model was trained up to 200 epochs in 

maximum.   

V. DATASETS 

Several datasets were used to evaluate the proposed 

methods; numeral datasets, character datasets, and word 

dataset. 

A. Numeral datasets  

1) CMATERDB 3.3.1: The CMATERDB 3.3.1 Arabic 

handwritten digit dataset [7] was collected by 

researchers at the Jadavpur University from three 

different sources; class notes of students from different 

age groups, handwritten manuscripts of magazines, and 

a preformatted datasheet designed for a collection of 

handwriting samples [2]. This dataset contains 3000 

images saved in RGB bitmap format, each image of size 

32x32. The 30,000 images are shared between 10 

classes with 300 samples in each class. In this work, the 

CMATERDB 3.3.1 dataset is divided into two sets; 80% 

for the training and 20% for the testing process. 

Table 1 shows the handwriting Arabic digits with their 

corresponding images from CMATERDB 3.3.1 DATASET. 
TABLE I  ARABIC HANDWRITTEN DIGITS with their 

CORRESPONDING IMAGES from CMATERDB 3.3.1 DATASET 

Arabic digit 
 

Latin digit 

Example 

of image 

٠ 0 
 

١ 1 
 

٢ 2 
 

٣ 3 
 

٤ 4 
 

٥ 5 
 

٦ 6 
 

٧ 7 
 

٨ 8 
 

٩ 9 
 

 

2) MADBase: The MADBase dataset [17] is based on 

MNIST dataset. It consists of 60,000 training images, 

and 10,000 test images, written by 700 writers from 

different institutions: Colleges of Engineering and Law, 

School of Medicine, the Open University (whose 

students span a wide range of ages), a high school, and a 

governmental institution.  

B. Word dataset 

The AHDB dataset [11] contains 105 folders including 315 

documents written by 105 writers. It consists of words used 

for the numbers and quantities in checks filling.  Also, it 

comprises some sentences that are used in writing checks in 

Arabic words. In addition, it contains the most popular words 

in Arabic writing and a free handwriting page from each 

writer’s imagination.  
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C. Character datasets 

1) OIHACDB: This dataset was developed by Boufenar 

[12, 13]. It was made from the famous IFN / ENIT 

dataset. The images are saved in a bitmap format with a 

size of 128 × 128 pixels. This dataset was proposed in 

two versions OIHACDB-28 and OIHACDB-40 (28 or 

40 classes). OIHACDB-28 covers 5600 examples with 

200 examples per class. OIHACDB-40, comprises 

30000 images with 750 examples per class. In this 

work, OIHACDB-28 and OIHACDB-40 databases are 

divided into 75% for the training and 25% for the 

testing process. 

2) AlexU Isolated Alphabet (AIA9K) dataset: Presented by 

Marwan Torki and al. in [15]. It was collected from 107 

writers where each writer wrote all the Arabic letters 3 

times. It comprises 8737 images of the 28 Arabic 

alphabet letters. The AIA9K dataset was divided into 

three groups:  70% for training, 15% for validation, and 

15% for testing. 

Table 2 presents a description of the evaluated datasets. 

TABLE II  DESCRIPTION of the TESTED DATASETS 

 

Dataset 

 

Number 

of classes 

 

Width/ 

Height 

 

number 

of images 

CMATERDB 3.3.1  

 
  10  3000 

MADBase   10  70000 

AHDB   30 Variant 3046 

OIHACDB-40   40  30000 

OIHACDB-28   28  5600 

AIA9K  28  8737 

VI. RESULTS and DISCUSSIONS 

The proposed methods were developed using Python 

programming languages (Keras library and Tensorflow 

environment).  

The performance of the suggested works is estimated using 

the test accuracy measure. The testing accuracy measure 

corresponds to the fraction of the total samples that were 

correctly classified. It is calculated from the confusion matrix 

according to equation (1). 

 

(1) 

Where TP is the number of true positive samples, TN is the 

number of true negative samples, FP is the number of false 

positive samples, and FN is the number of false negative 

samples. 

The F1-score metric is also used. It is calculated with 

equation (2). 

(2) 

Where:  and  

For the evaluation strategy, we used automatic verification 

datasets. For that, we separate a portion of each dataset into 

validation data and training data and we evaluate the 

performance of the tested models on the validation dataset 

each epoch. 

For CMATERDB 3.3.1 and OIHACDB-28 datasets we 

have tested the two scenarios of transfer learning; fine-tuning 

and feature extractor. For other datasets, we have worked just 

with the feature extractor strategy. 

A. Numeral datasets (CMATERDB 3.3.1 and MADBase) 

Table 3 presents the test accuracies values achieved by the 

different CNN pre-trained models on the evaluated numeral 

datasets; CMATERDB 3.3.1 and MADBase. 

TABLE III     TEST ACCURACIES OBTAINED by the PRE-TRAINED 
MODELS and PREVIOUS WORKS for CMATERDB 3.3.1 and MADBASE 

DATASETS. FE: FEATURE EXTRACTOR, FT: FINE-TUNING 

 

CNN model 

 

 

CMATERDB 3.3.1 

 

MADBase 

 

FE 

 

FT 

 

FE 

ResNet50 95.6 96 98.2 

EfficientNetB0 93.7 94.2 98.65 

EfficientNetB1 94.9 95.1 98.6 

DenseNet121 93 98.8 99 

MobileNet 60.1 99.2 99.5 

InceptionV3 85.3 87 97 

VGG16 96.4 99.2 97.2 

Deep CNN model: 

[16] 

99.72 - 

Deep CNN model: 

[16] 

- 99.91 

 Table 3 illustrates that for CMATERDB 3.3.1 dataset, 

MobileNet and VGG16 models used in fine-tuning mode 

achieved the highest percentage of testing accuracy compared 

to other architectures with a test accuracy of 99.2%. The same 

MobileNet model attained the worst test accuracy when it was 

exploited in feature extractor mode. This result confirms what 

has been mentioned in the literature, that fine-tuning does not 

require too many images for training to produce a successful 

classification. It is necessary to note that MobileNet model 

gave an accuracy of 99.2% in fewer than 70 epochs of training 

(less than 1 hour). However, the VGG model is 

computationally expensive in comparison to MobileNet.  

According to the achieved results for MADBase dataset, it 

can be observed that the MobileNet model is the most 

appropriate architecture for this dataset with a testing accuracy 

of 99.5 percent.   

B. Word dataset 

Table 4 shows the results of different pre-trained models 

applied on AHDB dataset with feature extractor mode. 

TABLE IV   TEST ACCURACIES for AHDB DATASET 

 
 

CNN model 

 

AHDB 

ResNet50 87.6 

EfficientNetB0 96 

EfficientNetB1 95.8 

DenseNet121 91.5 

MobileNet 97.5 

InceptionV3 93.1 

SIFT+SVM: [10] 99.08 
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    Comparing the results of different models evaluated on 

AHDB dataset, it can be clearly seen that MobileNet model 

gave the highest test accuracy value of 97.5%. Moreover, 

Table 4 depicts that the ResNet50 model was the worst for the 

AHDB dataset. EfficientNetB0 model also gave a promising 

result with a test accuracy of 96%. All the evaluated models 

did not improve the result obtained in previous works [10]. 

For this dataset, traditional techniques based on features 

extraction are currently the better solution. 

C. Character datasets (OIHACDB and AIA9K) 

Table 5 displays the test accuracies obtained by the 

evaluated pre-trained models and previous works for 

OIHACDB-28, OIHACDB-40, and AIA9K datasets. 

TABLE V  EXPERIMENTAL RESULTS on the OIHACDB and AIA9K 

DATASETS. FE: FEATURE EXTRACTOR, FT: FINE-TUNING 

As shown in Table 5, MobileNet architecture used in 

features extractor strategy obtained the most acceptable testing 

accuracy result for OIHACDB-40 and AIA9K datasets 

compared to other models except the previous works.  

For OIHACDB-28 dataset, the best test accuracy value was 

98.3% attained by EfficientNetB1 model trained with the fine-

tuning scenario. This result is better than the results of 

previous works [13, 14]. We note that fine-tuning strategy 

consumes more training time compared to features extractor 

strategy. 
As a conclusion of the obtained results, it was found that 

for each dataset we select a suitable model giving the highest 

test accuracy on the considered dataset. Some models take too 

long to train because they have a very high number of 

parameters like VGG and DenseNet models. 

Some of the evaluated models in this paper did not make 

progress in the result attained in previous works. However, the 

achieved results may be a starting point for other works 

research focused on the use of the evaluated pre-trained 

models.  

Table 6 displays the f1-score and the number of miss 

classified examples obtained by the MobileNet model for the 

testing set of CMATERDB 3.3.1 and Table 7 shows the f1-

score and the number of incorrect examples obtained by the 

EfficientNetB0 model for the testing set of OIHACDB-28 

dataset. 

TABLE VI    F1-SCORE and NUMBER of INCORRECT EXAMPLES on 

TESTING DATA of CMATERDB 3.3.1 DATASET ACHIEVED by the 
MOBILENET MODEL 

 

Digit 

 

F1-score 

Number of missed 

examples 

0 0.99 1 

1 0.99 1 

2 0.98 2 

3 0.98 2 

4 0.98 2 

5 1 0 

6 0.99 1 

7 1 0 

8 1 0 

9 0.99 1 

TABLE VII   F1-SCORE and NUMBER of INCORRECT EXAMPLES on 

TESTING DATA of OIHACDB-28 DATASET ACHIEVED by the 

EFFICIENTNETB0 MODEL 

 

Character 

 

F1-score 

Number of 

missed examples 

 0 1 أ

 0 1 ب

 2 0.98 ت

 5 0.95 ث

 0 1 ج

 0 1 ح

 0 1 خ

 6 0.94 د

 1 0.99 ذ

 2 0.98 ر

 0 1 ز

 0 1 س

 0 1 ش

 1 0.99 ص

 0 1 ض

 0 1 ط

 0 1 ظ

 1 0.99 ع

 0 1 غ

 7 0.93 ف

 9 0.90 ق

 0 1 ك

 3 0.97 ل

 0 1 م

 7 0.93 ن

 2 0.98 ه

 2 0.98 و

 0 1 ي

 

From Table 6 and Table 7, it is shown that some characters 

or digits have a high number of miss classified samples. For 

example, Arabic characters having a high number of wrong 

classification are: “ق”  ,”ن” ,”د“ ,“ر” and other characters. It 

can be clearly seen that the two letters “ر” and “ز” (also “د” 

and “ذ”) are not confusable despite its most similar form. 

However, the two letters “د” and “ر” are very confusable in 

 

CNN model 

 

OIHACDB-

28 

 

OIHACDB-

40 

 

AIA9K 

 

FE 

 

FT 

 

FE 

 

FE 

ResNet50 87 87.4 91 74.1 

EfficientNetB0 92.8 98.29 94.4 89.9 

EfficientNetB1 94.2 98.3 93.8 91 

DenseNet121 91.07 93.5 94.5 81.6 

MobileNet 95   97.6 96.25 91.5 

InceptionV3 93.1   95.2 90.4 88.5 

AlexNet :[13] - 98.12 98.12 - 

AlexNet from 

scratch:  [14] 

96 -- 

CNN model:  [14] - 98.3 95.6 

CNN model : [14] - - 95.6 
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the structure. In addition, the letter “ف” is confused with the 

letter “ق”. The difference between “ف” and “ق” is the number 

of dots that above the two characters. In general, the 

EfficientNetB0 model had the ability to distinguish between 

letters with the same main part and different numbers or 

positions of diacritic points. This is justified by the number of 

miss classified examples of the letters “غ“ ,“ع“ ,“خ“ ,“ح“ ,“ج “, 

 .“ظ“ and “ط“ ,“ض“ ,“ص“ ,“ش“ ,“س“

For Arabic digits, “٣“ ,٢” and “٤” had the high number of 

incorrect classified samples. The causes of the classification 

errors are related to the strong shape deformation and the 

similar morphology of certain letters or digits in Arabic 

handwriting. 

VII. CONCLUSIONS and FUTURE WORKS 

This work aims to study the performance of transfer 

learning technique in the domain of Arabic handwritten text 

recognition.  

In this work, the well-recognized pre-trained deep CNN 

models were compared for predicting Arabic handwritten text. 

These models are mainly used in two scenarios; Feature 

extractor and fine-tuning. To adapt the evaluated models to 

the tested datasets in this study, in both strategies the last layer 

is changed by a new fully connected layer to match the 

number of classes of the experienced datasets. For that, 

various datasets were used: numeral datasets (CMATERDB 

3.3.1 and MADBase), word dataset (AHDB), and character 

datasets (OIHACDB and AIA9K). The obtained results 

demonstrate the performance of transfer learning method for 

Arabic handwritten text recognition. For each dataset, we 

selected a suitable model in terms of testing accuracy. Some 

models have a minimum number of parameters, which 

decreases the training time, and others take too long time to 

train. The models that gave higher accuracy can be selected to 

be used just as a features extractor combined by a traditional 

classifier like SVM. This idea can be tested in future works 

for the same or other datasets.  In addition, future works can 

be done by evaluating other models or by the combination of 

several models. For some datasets (like AIA9K dataset), the 

training dataset is small for that data augmentation techniques 

can be applied to increase the amount of the data and reduce 

the overfitting. 
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Abstract— In this paper, we present a new approach for 

Meteosat image compression based on the 2d gradient tensor. A 

quadtree decomposition is applied on the image to be 

compressed with a depth of 8*8. The blocks belonging to this 

depth are considered as heterogeneous and are quantized by the 

2d tensor to which a dictionary is associated by learning. The 

blocks of higher dimensions are considered as homogeneous and 

are quantized using an averaging filter and coded with the RLE 

coding. Experimental results are obtained on several test images 

and a set of multispectral images from the MSG satellite. 

 

Keywords— Image compression, Gradient, Tensor 2d, 

Gaussianfilter, Quadtree Quantification, RLE, MSG. 

I. INTRODUCTION 

The MSG (Meteosat Second Generation) satellite covers a 

large area of the globe with its geostationary orbit of 0 ° 

longitude and an altitude of 35 800 km from Europe, Africa 

and the western part of Asia. The instrument on board is the 

SEVIRI (Spinning Enhanced Visible and Infra-Red Imager) 

radiometer that provides 12 images of 12 different spectral 

channelsevery 15 minutes [1], [12]. Several studies have 

shown the extent of the possibilities offered by this instrument 

for meteorological and climatic monitoring. Also, the 

information it provides is necessary for the prevention of 

natural phenomena, such as the estimation of precipitation 

and the intensity of different cloud systems [5], [18],forest 

fire monitoring [8], detection of drought [15] and the study 

and monitoring of eruptive phenomena [13].And many other 

areas that can benefit from the information provided by the 

SEVIRI radiometer. 

In view of the increase in the number and size of 

multispectral images provided by the MSG satellite, studies 

have been carried out to reduce the size of the data to be 

transmitted or archived while preserving the quality of the 

reconstructed image essential for its application [20]. 

Compression methods are used which can be lossy or lossless, 

hybrid methods have been implemented exploiting the 

advantages offered by the two types of methods already cited 

[2], [9]–[11], [16], [17],[21], [23].It is for this purpose that we 

offer thismethod of image compression by tensor 2d of the 

gradient. 

The gradient of an image makes it possible to deduce the 

contours that have high amplitude values. The representation 

of the tensor structure 2d of the gradient is using for the local 

displacement of the contour locations to be minimized by the 

application of a Gaussian filter, element by element, to the 

tensor structure 2d [19]. In addition, cancellations of opposite 

polarity of gradient directions are avoided when the tensor 

structures 2d are added [7]. This form of gradient 

representation is particularly useful for deducing noise 

[22].Also, the diffusion process can be used to infer local 

contour patterns and surfaces and local structural estimates 

that serve applications, such as obstruction and occlusion 

detection in image sequences and biometric identification of 

fingerprints [3], [4]. The eigenvaluesdeduced from the 2d 

tensor structure are efficient for measuring and detecting 

angles and locating salient points. 

In this work, we propose a lossy compression method 

based on the tensor 2d of the gradient. The main contribution 

of this paper is to provide a very efficient compression 

technique for multispectral images of MSG. We exploit the 

parameter of tensor 2d of the gradient of each image for 

quantification of heterogeneous blocks results of quadtree 

decomposition and a RLE encoder. 

This paper is organised as follows. The tensor structure 2D 

of the gradient are detailed in section II. The compression 

algorithm based on the 2D gradient tensor is proposed in 

section III. Section IV shows the experimental results 

obtained from Lena and MSGimages. Finally, we draw some 

conclusions in section V. 

II. THE 2D GRADIENT TENSOR STRUCTURE  

A. The Gradient of Image 

The gradient of image I (x, y) is the partial derivative of the 

gray level function, in the form of a continuous signal is: 

𝛻  𝐼 𝑥, 𝑦 =  
𝛻𝑥𝐼

𝛻𝑦 𝐼
 =  

𝜕𝐼 𝑥 ,𝑦 

𝜕𝑥
𝜕𝐼 𝑥 ,𝑦 

𝜕𝑦

  #(1)  

Since the image function I (x, y) is defined in a two-

dimensional space, we can define partial derivatives with 

respect to the definition variables of I. 
𝜕𝐼 𝑥, 𝑦 

𝜕𝑥
= 𝑙𝑖𝑚

𝑕𝑥→0

𝐼 𝑥 + 𝑕𝑥 , 𝑦 − 𝐼 𝑥, 𝑦 

𝑕𝑥
 # 2  

𝜕𝐼 𝑥, 𝑦 

𝜕𝑦
= 𝑙𝑖𝑚

𝑕𝑦→0

𝐼 𝑥, 𝑦 + 𝑕𝑦 − 𝐼 𝑥, 𝑦 

𝑕𝑦
 # 3  

 

Fig.1. Gradient components. 
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The gradient characterized by its modulus and direction as 

follows: 

 𝛻  𝐼  𝑥, 𝑦 =   
𝜕𝐼 𝑥, 𝑦 

𝜕𝑥
 

2

+  
𝜕𝐼 𝑥, 𝑦 

𝜕𝑦
 

2

# 4  

𝜃= 𝐴𝑟𝑔  𝛻  𝐼 𝑥, 𝑦  = 𝑡𝑎𝑛−1  
𝛻𝑦 𝐼

𝛻𝑥𝐼
 # 5  

The variation is done with a step of a pixel, and then its 

gradient is: 

𝛻  𝐼 𝑥, 𝑦 =  
𝛻𝑥𝐼

𝛻𝑦𝐼
 =  

𝐼 𝑥 + 1, 𝑦 − 𝐼 𝑥, 𝑦 

𝐼 𝑥, 𝑦 + 1 − 𝐼 𝑥, 𝑦 
 # 6  

 

Fig.2. Gradient components of a pixel 

B. Relation Between Contour and Gradient 

A contour is a strong local variation of the gray level; the 

gradient vector is perpendicular to the contour. Since the 

directional derivative is zero in the direction perpendicular to 

the contour, the gray level variation is zero along the contour. 

Among the information representing a gradient of an 

image, we will choose the directional derivative, which 

provides a vector representation. Its amplitude reflects the 

maximum variation of pixel values as the phase is directed 

along the orientation corresponding to the maximum 

variation.  

 

Fig.3Lena's image, (b)  

 

Fig.4Gradient of Lena image 

C. Application of the Gradient 

Since the intensity of a digital image is discrete, the 

derivatives of this function cannot be defined except under a 

continuity assumption of continuous intensity function that 

sampled. In practice, one can calculate more or less faithful 

approximations of the gradient at each point. 

The gradient is a derivative filter, it is a high pass filter, 

because𝛻𝑥𝐼 𝑥, 𝑦  gives us the details along the 𝑜𝑥 axis, and  

𝛻𝑦 𝐼 𝑥, 𝑦  along theaxis𝑜𝑦, and  𝛻  𝐼  Gives us the details of the 

whole image. The gradient is sensitive to noise, it is necessary 

to apply beforehand a low pass filter, such as the Gaussian 

filter to eliminate the noise that can exist in the image. 

𝐺𝜎 𝑥, 𝑦 =
1

2𝜋𝜎2
𝑒
−
 𝑥2+𝑦2 

2𝜎2 # 7  

With  

𝐺𝜎 𝑥, 𝑦  : The Gaussian filter.  

𝜎 : The standard deviation. 

 

Fig.5.Graphical representation of a Gaussian filters. 

The result obtained after applying the Gaussian filter is:  

𝐼∗ 𝑥, 𝑦 = 𝐼 𝑥, 𝑦 ∗ 𝐺𝜎 𝑥, 𝑦  

The gradient of the filtered image is: 𝛻  𝐼∗ 𝑥, 𝑦 =  𝛻𝑥 𝐼
∗

𝛻𝑦 𝐼
∗  
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Another approach is to compute the gradient of the 

Gaussian filter and then make the convolution product with 

the image processed. Such as: 

𝛻  𝐺𝜎 𝑥, 𝑦 =  
𝛻𝑥𝐺𝜎
𝛻𝑦𝐺𝜎

 =  
𝐺𝜎 𝑥 

𝐺𝜎 𝑦 
 # 8  

With 

𝐼𝑥 =  𝐼 𝑥, 𝑦 ∗ 𝐺𝜎 𝑥  
𝐼𝑦 = 𝐼 𝑥, 𝑦 ∗ 𝐺𝜎 𝑦  

𝛻  𝐼 𝑥, 𝑦 =  
𝐼𝑥
𝐼𝑦
  

 𝐼∗  𝑥, 𝑦 =  𝐼𝑥
2 + 𝐼𝑦

2 

 

Fig.6.Gradient of the Lena image with σ =1. 

The standard deviation of the Gaussian filter 𝜎, allows us 

to have more information in a proportional way. 

D. The 2d Tensor Structure  

Another method of representing the gradient information is 

the use of the tensor structure 2d, it also allows the use of the 

values𝐼𝑥and 𝐼𝑦 . However, in a matrix form: 

𝑇 =  
𝑇11 𝑇12

𝑇21 𝑇22
 =  

𝐼𝑥
2 𝐼𝑥𝐼𝑦

𝐼𝑦 𝐼𝑥 𝐼𝑦
2  # 9  

A proper decomposition is performed at the tensor 𝑇 to 

form the eigenvalues (𝜆1 , 𝜆2) and the own unit 

vectors (𝑒1    , 𝑒2    ). These new features of the gradient allow a 

more precise description of the local gradient characteristics. 

As 𝑒1     is a unit vector directed perpendicular to the contour 

while the vector 𝑒2     is tangent to the contour. 

𝜆1
    =  𝜆1 ∗ 𝑒1      .   

𝜆2
     =  𝜆2 ∗ 𝑒2      . 

 

Fig.7.  Decomposition of the gradient into eigenvectors. 

Eigenvalues indicate the underlying certainty of the 

gradient structure along their associated eigenvector 

directions. 

Consistencyobtained as a function of eigenvalues. 

𝐶 =  

(𝜆1 − 𝜆2)

(𝜆1 + 𝜆2)
 if (𝜆1 + 𝜆2) > 0 .

0 𝑒𝑙𝑠𝑒 .           

  

With, 

𝐶 : The coherence of the tensor T. 

𝜆1
     : The eigenvector associated 𝑒1     , 

𝜆2
      : The eigenvector associated 𝑒2     . 

III. PROPOSED METHOD 

Our compression method is composed of three parts: block 

partitioning and classification, quantification and coding. Fig. 

8 shows the different steps of the proposed algorithm. 
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Fig.8.  Block diagram of the compression method. 

1) Block Partitioning and Classification 

The first step of our method use a quadtree 

decompositionthatinvolves subdividing an image into 

blocksaccording to a homogeneity thresholdand a depth of 

decomposition, [6].The blocks belonging to this depth are 

heterogeneous, and the blocks of higher dimensions 8*8 are 

homogeneous [14]. 

 

Fig.9.  Homogeneous blocks 

 

Fig.10Heterogeneous blocks 

2) Quantification and Coding of Homogeneous Blocks 

The homogeneous blocks quantized using an averaging 

filter, which allows us to have a block of a set of pixels of the 

same mean value. This allows applying RLE (Run Length 

Encoding)for encoding the sequencesof same pixel value with 

line-by-line scanning. The number of pixels of the block is no 

longer preserved because it exists in the quaternary structure.  

 

Fig.11.Quantification and coding of block. 

3) Quantification of heterogeneous blocks 

Let us know that the heterogeneous blocks contain the 

contours, i.e. the relevant information then we observe a 

variation of the values of the gradient from a positive value to 

a negative value, this variation that we will exploit to 

characterize these blocks. A quantization is carried out while 

keeping 𝑆𝑥  𝑎𝑛𝑑 𝑆𝑦  coded on 8 bits, respectively, are the sign 

of the directional derivatives 𝐼𝑥   and  𝐼𝑦  of the eight 

significant pixels placed strategically according to a mask, 

such as: 

𝑆𝑥𝑘 =  
0   𝑖𝑓𝐼𝑥𝑘 ≥ 0 

1    𝑒𝑙𝑠𝑒
 . 

𝑆𝑦𝑘 =  
0   𝑖𝑓𝐼𝑦𝑘 ≥ 0 

1    𝑒𝑙𝑠𝑒
 . 

With:    𝑘 = 1…8 . 

 

Fig.12. Sign of the directional derivatives of a block. 

In the case where we have two heterogeneous blocks with 

the same contours but with different gray levels, we will have 

a variation of the same gradient, to make the difference 

between these two blocks we associate with 𝑆𝑥  𝑎𝑛𝑑 𝑆𝑦   the 

two values 𝑁𝐺𝑚𝑖𝑛  𝑎𝑛𝑑  𝑁𝐺𝑚𝑎𝑥  encoded on 8 bits respectively 

the minimum and maximum gray level and their position in 

the block 𝑃𝑚𝑖𝑛 𝑒𝑡𝑃𝑚𝑎𝑥 coded on 8 bits, such as: 

The position of 𝑁𝐺𝑚𝑖𝑛 is 𝑃𝑚𝑖𝑛 =  01100111 . 

The position of 𝑁𝐺𝑚𝑎𝑥 is 𝑃𝑚𝑎𝑥 = 00010000. 
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Fig.13 Minimum and maximum values and their position in the block. 

4) Block Dictionary 

A dictionary of blocks by learning is realized using the 6 

values (𝑺𝒙,𝑺𝒚,𝑵𝑮𝒎𝒊𝒏,𝑵𝑮𝒎𝒂𝒙,𝑷𝒎𝒊𝒏 𝒂𝒏𝒅 𝑷𝒎𝒂𝒙) which 

correspond to a heterogeneous block, if this block does not 

exist in this dictionary, the block and the 6 values 

characterizing it are saved. 

 

Fig.14. Correspondences of heterogeneous blocks 

The binary flow is composed of the quaternary structure, 

the mean values of the homogeneous blocksand the six values 

characterizing the heterogeneous blocks. 

The reconstruction of the image applied out by means of an 

RLE decoding for the homogeneous blocks and of an inverse 

quantification for the heterogeneous blocks using the 

dictionary of the blocks. 

 

Fig.15. Decoding of a homogeneous block. 

 

Fig.16.  Inverse quantification of a heterogeneous block. 

 

Fig.17. Pre-treatment of homogeneous blocks. 

A pre-processing step applied out to the homogeneous 

blocks to eliminate the "paved" effect during the 

reconstruction, which consists in attributing to the edges of 

these blocks the mean value of the two adjacent blocks. 

IV. RESULTS AND DISCUSSION 

In order to evaluate the performance of our compression 

algorithm, we used as a reference the Lena image and a set of 

multispectral images of the MSG satellite. The MSG images 

provided by the meteorological station of the National Office 

of Meteorology (ONM) of Dar El Beida, Algeria recorded on 

23.11.2011 at 11h45. The resolution of MSG images is 

512×512 with eight bpp. As is shown in Fig. 25 and 27, our 

choice is fixed on the following MSG images: Infrared 9.7 

(IR 9.7) and infrared 3.9 (IR 3.9). For a better appreciation of 

the results obtained during the application of our algorithm, 

the tests applied out by varying the homogeneity threshold of 

0.1 to 0.4, which intervenes in the quadtree decomposition of 

the proposed method.  
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Fig.18Reconstituted Lena imagewith a depth of 8 * 8 and a homogeneity 

threshold of 0.1. 

 

Fig.19Reconstituted Lena image with a depth of 8 * 8 and a homogeneity 

threshold of 0.2. 

 

Fig.20Reconstituted Lena image with a depth of 8 * 8 and a homogeneity 
threshold of 0.3. 

 

Fig.21Reconstituted Lena image with a depth of 8 * 8 and a homogeneity 
threshold of 0.4. 

For a threshold of homogeneity equal to or less than 0.2, 

the images returned are of good quality, beyond this value, the 

image loses its pertinent information. This assessment 

remains subjective. To quantify this evaluation, we calculated 

the performance criteria Mean Squared Error 𝑀𝑆𝐸,the Peak 

Signal to Noise Ratio𝑃𝑆𝑁𝑅 and the compression ratio𝐶𝑅. 

𝑀𝑆𝐸 =
1

𝑚 ∗ 𝑛
   𝐼𝑜 𝑥, 𝑦 − 𝐼𝑟 𝑥, 𝑦  

2
𝑛

𝑦=1

𝑚

𝑥=1

 # 10  

With 

𝐼𝑜 : Original image. 

𝐼𝑟 : Restored image. 

𝑃𝑆𝑁𝑅 = 10 ∗ log10  
𝑑2

𝑀𝑆𝐸
 # 11  

With 

𝑑: Maximum value of a pixel in image. 

𝐶𝑅 =  1 −
𝑈𝑛𝑐𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑒𝑑  𝑠𝑖𝑧𝑒

𝑐𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑒𝑑  𝑠𝑖𝑧𝑒
 ∗ 100# 12  

Table 1 shows the results obtained by application on the 

Lena image for different homogeneity threshold. 

Fig. 22 shows when the threshold of homogeneity 

increases, the compression ratio increases and the PSNR 

decreases. 

TAB LE 1.  

PERF OR M AN CE C R IT ER IA FO R LEN A IM AG E CO MPR E SSIO N .  

The homogeneity 

threshold 
MSE PSNR (dB) CR (%) 

0.1 3.00 86.03 76.35 

0.2 20.20 69.46 82.26 

0.3 59.44 60.08 86.01 

0.4 171.78 50.87 89.53 

 

 

Fig.22. PSNR against different compression ratio values of the Lena image. 

In the light of the subjective results and the performance 

evaluation criteria obtained, we chose a homogeneity 

threshold of 0.2, which allowed us to obtain a compression 

ratio of 82.26% and a PSNR of 69.46 dB.  
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Fig.23Original image Lena 512 * 512 pixels.. 

 

Fig.24Restored image CR =82.26% and PSNR = 69.46dB. 

 

Fig.25Original infrared image IR 3.9. 

 

Fig.26Restored image CR =78.65 % and PSNR = 102.13 dB. 

 

Fig.27Original Meteosat infrared image IR 9.7. 

 

Fig.28 Restored image for CR =77.16% and PSNR = 92.19dB. 

Fig. 26 and 28 give the reconstruction of the MSG images 

using the proposed method. We notice from these Figs that 

the image reconstructed by the proposed method has a best 

visual quality. Our method provides better preservation of the 

important details like the clouds and the edges of different 

regions. 

V. CONCLUSIONS 

Our approach is in line with the same requirement as 

hybrid methods, namely the reduction of the amount of data 

representing the image to be coded, keeping a visual aspect of 

that reconstructed. Our method based on quadtree 

decomposition and an adequate quantification of the 

homogeneous and heterogeneous blocks resulting from this 

decomposition. 

The quadtree decomposition allowed us to define the 

homogeneous and heterogeneous blocks of an image 

according to a threshold of homogeneity and a depth. A 

quaternary structure generated during the decomposition that 

occupies a size of 60% of the data constituting the 

compressed image.The homogeneous blocks were quantized 

using an averaging filter and RLE encoding which allowed us 

a compression rate of 98% per block.The quantification of the 

heterogeneous blocks by 2d tensor enabled us to improve the 

contrast of the image by applying the Gaussian filter when 

calculating the gradient of the pixels of the heterogeneous 

blocks and a compression ratio of 90% by blocks. 

The results obtained from our approach are very 

encouraging because the images reproduced after a 
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compression and decompression processing a good quality 

with a compression ratio (80 %) and a high PSNR (100dB) 

for hyperspectral images. 

In order to improve our results, we give the following 

perspectives: 

 Using another decomposition model that does not 

generate such a type of data as the quaternary structure. 

 A classification of the blocks in the level of the 

depth, to reduce the number of blocks quantified by tensor 2d. 

 Increase the depth of the quadtreedecomposition by 

16*16. 

 Improve the characterization of heterogeneous 

blocks by using other characteristics (increase the number of 

significant pixels ... etc) in order to avoid the phenomenon of 

divergence between the blocks during the reconstruction. 
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Abstract—To obtain images with higher resolution, the first 

idea is to upgrade the imaging system. However, this kind of 

approach has many limitations. In recent years, software 

processing-based image resolution enhancement known as 

super-resolution (SR) constituted an excellent alternative and a 

very attractive research topic. The SR techniques allow 

obtaining high-resolution (HR) images from low-resolution 

(LR) observations and, therefore, overcome the limits of 

imaging systems. It has found applications in many problems in 

different fields, such as remote sensing where HR images are 

urgently needed. In this paper, we propose a wavelet learning-

based super-resolution algorithm for hyperspectral images 

(HSI). The 3D discrete wavelet transform (3D DWT) provides 

us with the approximate coefficients (AC) as well as the detail 

coefficients (DC) of the hyperspectral data cube. Then, we learn 

the mapping between the AC and the corresponding DC using a 

deep neural network (DNN). Finally, by assuming the LR image 

as the approximation coefficient of the unknown HR image, we 

reconstruct the desired HR image by predicting the unknown 

detail coefficients. The advantage of the technique is that we 

exploit all the spatio-spectral information of the HSI to 

reconstruct the HR image. The performance of the proposed 

technique has been evaluated and compared with some existing 

algorithms. Experimental results show that the proposed 

wavelet learning-based SR algorithm provides a promising 

performance and can generate high-quality images. 

Keywords— Hyperspectral image, Super-Resolution, Deep 

Neural Network, Multi-scale Structure, Wavelet Transform 

I. INTRODUCTION 

Hyperspectral image is an attractive and efficient 
technology in remote sensing due to its ability to combine the 
power of digital imagery and the power of spectroscopy [1]. 
Hyperspectral image sensors collect the radiance for a large 
number of contiguous spectral bands of wavelengths ranging 
from 400 to 2500 nm. The different bands form a data cube 
that covers the visible, near-infrared, and mid-infrared 
regions. Depending on the capability of sensors, the data cube 
has a fixed spectral resolution and the same number of pixels 
in each band. Each pixel has a spatial resolution that defines 
the size of the area covered by the pixel. The constructed 
spectrum for every pixel is called a spectral signature and can 
be used for the identification of the land cover type and 
features [2]. HSI has found applications in many problems in 
the civilian and military sectors. All these applications need to 
achieve the greatest spatial and spectral resolution possible. 

However, HSI has some limitations and many factors in the 
imaging system, such as atmospheric scattering, imperfect 
optics, and sensor noise degrade the spatial quality of these 
images. As a result, spatial resolution is one of the most 
difficult features to enhance in imaging systems [3, 4]. 

Researchers have investigated the use of super-resolution 
techniques as an alternative to obtain images with resolution 
beyond the limit of imaging systems and thus improve the 
spatial resolution of hyperspectral images. SR techniques are 
a highly active field of research, and many approaches, such 
as SR from single image techniques, multi-image-based SR 
techniques, and learning-based SR techniques, have been 
applied to the super-resolution challenge [5, 6]. However, 
many of these techniques disregard the spectral information of 
the HSI, which is a critical component for efficient HR images 
reconstruction. In this paper, we worked on the development 
of a novel super-resolution technique where all the spatio-
spectral information of the HSI is exploited. Therefore, we 
developed a wavelet learning-based SR technique, and we 
named this novel SR algorithm the WSRnet. The 3D discrete 
wavelet transform (3D DWT) decomposes the image into 
approximation coefficients (AC) and detail coefficients (DC) 
in different scales [7-9]. We designed a deep neural network 
(DNN) [10-12] where the wavelet coefficients across all 
predefined scales are forming the training datasets and are 
used to learn the inter-scale dependency between the AC and 
the corresponding DC. Then, we obtain the SR image by 
assuming the LR image as AC and by predicting the 
corresponding DC using the mapping that was determined 
across the training datasets. The overall objective of this paper 
can be summarized as:  

• Clarifying the SR techniques. 

• Development of novel SR technique for all the spatio-
spectral information of the HSI. 

• Future challenges in terms of HSI super-resolution 
techniques. 

This paper is organized as follows. Section II details the 
proposed architecture. The results and discussion with 
concluding remarks are given in Section III and Section IV. 
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II. PROPOSED ALGORITHM 

A. Principle 

In this section, we will describe the proposed super-
resolution technique for the HSI that we have named WSRnet 
(Fig. 1). The algorithm consists of performing the following 
steps (Table I). 

TABLE I.  WAVELET LEARNING-BASED SR ALGORITHM 

Algorithm 
Wavelet learning-based super-resolution network 

(WSRnet) 

3D DWT 

 

 

 

 

 

 

 

 

 
 

DNN 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Inverse   

3D DWT 

• Input: Low-resolution hyperspectral image 

(LR-HSI) f(x,y,z). 

• Output: LR-HSI f(x,y,z) is converted into 3D 

DWT AC and DC at scale j=3 as follows:     

                   𝐀𝐂𝐣[𝐱, 𝐲, 𝐳] =  〈𝐟, 𝚽𝐣,𝐱,𝐲,𝐳  〉                                           

                   𝐃𝐂𝐣
𝐢[𝐱, 𝐲, 𝐳] =  〈𝐟, 𝚿𝐣,𝐱,𝐲,𝐳

𝐢 〉 

Step 1:  Learning the inter-scale dependency. 

• Input: 𝐀𝐂𝐣[𝐱, 𝐲, 𝐳]  

• Output: 𝐃𝐂𝐣
𝐢[𝐱, 𝐲, 𝐳] 

Step 2:  Predicting. 

• Input: Assuming LR-HSI f(x,y,z) as 1-level 

AC of the HR-HSI. 

• Output: Predicting the unknown 1-level DC 

of the HR-HSI. 

 

• Input: LR-HSI f(x,y,z) as 1-level AC and 

predicted 1-level DC. 

• Output: The final high-resolution 

hyperspectral HR-HSI. 

 

 

 

 

We implement the 3D DWT, which is an efficient multi-
resolution image decomposition technique to exploit the inter-
image correlations of the hyperspectral data cube [7, 8]. The 
DWT can be formulated as a filtering operation. The filters 
transform a discrete-time signal into an approximation 
coefficients (the large-scale features of the signal) and detail 
coefficients (the texture details and structure information of 
the signal). Multi-resolution analysis feeds the approximation 
into another set of filters, which produces the approximation 
and detail coefficients at the next level. We compute the 3D 
DWT by extending this 1D multi-level decomposition to the 
axes x, y, and z [9]. For a hyperspectral data cube f(x,y,z), the 

approximation and detail sub-bands at scale j ∈ Z ( j > 0) are 

defined as follows: 

 ACj[x, y, z] =  〈f, Φj,x,y,z  〉        () 

                              DCj
i[x, y, z] =  〈f, Ψj,x,y,z

i 〉                   () 

Where wavelets are generated from translation and dilations 

of a 3D scaling function Φ𝑥,𝑦,𝑧  and 3D wavelet functions 

Ψ𝑗,𝑥,𝑦,𝑧
𝑖  ( for i = 1,2,....,7). 

 

Therefore, the principle of the wavelet transform is to 
hierarchically decompose the image into a series of 
consecutively sub-bands. At each level, the approximation 
and detail sub-bands have the necessary information to 
reconstruct the approximation sub-band of the next higher 
resolution level (Fig 2). The SR can be viewed as the problem 
of restoring the DC of the image given an AC input. Therefore, 
we assume that the LR image is the approximation sub-band 
of the unknown HR image. To up-sample and obtain the HR 
image, we design a deep neural network to predict the missing 
detail sub-bands [13]. All levels of decomposition form the 
training datasets to take advantage of the spatio-spectral 
correlation between the same and the separate sub-bands. 
Each set consists of one input that contains the approximation 
sub-band and seven outputs that contain the detail sub-bands. 
We trained the DNN for finding the complex nonlinear 
mapping between these sub-bands. Then, we predict the 
missing detail sub-bands of the LR image. Finally, the inverse 

Fig.1. Illustration of the wavelet learning-based super-resolution network 
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3D DWT is applied to the predicted details and generates the 
SR results. 

 

 

B. Wavelet Learning-Based SR network (WSRnet) 

As we have seen, the learning-based SR method in the 
wavelet domain reconstructs the desired HR image by treating 
the LR image as an AC, then estimating the unknown DC [13, 
14]. To predict the unknown DC, we develop a learning 
function based on a deep neural network [15-18]. A deep 
neural network is a highly connected network of elementary 
functions (neuron) operating in parallel. It is organized in 
layers where signals travel from the input to the output layer. 
In the learning process, the neuron’s weights are adjusted, 
which increases or decreases the strength of the signals. The 
trained network is then used in new situations to provide 
projections. Developing a neural network begins with the 
selection and preparation of the data samples. This step is 
crucial because how the samples are presented determines the 
type of network and the number of input and output cells. It 
also determines how the learning process will take place. In 
our case, blocks of AC and DC are obtained for the entire 
image and are used as training sets. Therefore, for each 
training input AC, the corresponding DC are identified and 
form targets for the learning system. This approach allows us 
to select the datasets that best correspond to the ones that will 
be estimated. The most common structure used for prediction 
and nonlinear function fitting is the feed-forward networks. 
The multi-layer perceptron (MLP) is the simplest kind of feed-
forward networks, and it at least consists of three layers (input, 
hidden, and output layer). Several methods exist to choose the 
number of neurons in the hidden layer. A popular one is to 
take the average input and output neurons. In practice, it has 
been proved that a relatively simple neural network can 
approximate any function. After investigating several 
possibilities, we built a feed-forward network. The number of 
hidden layers is not high to don’t have a complex network and 

not small so that the training is carried out correctly. The 
learning algorithm, Levenberg-Marquardt, is used to 
determine the best weights parameters, and the Mean Squared 
Error function to minimize the network error. We give an 
illustration of the built network in Fig. 3. 

We have selected the training AC and DC datasets. The 
learning process consists of presenting the datasets to the input 
and outputs of the neural network, then calculating the optimal 
weights of the different neurons. Depending on the error 
obtained at the output, weights are corrected. We repeat this 
cycle until the network error curve is no longer increasing. 
Once the neural network is trained, we conducted tests to 
verify that responds correctly. After several tests, we obtained 
a DNN that provides output very close to the original values 
and allows us to produce reasonable estimates. Then, we 
estimate the 1-level DC from the 1-level AC datasets. 

 

III. EXPERIMENTAL RESULTS 

A. Datasets 

Several hyperspectral datasets are available for the 
scientific community. For our tests, we consider the following 
hyperspectral Datasets: Kennedy Space Center, Cuprite, and 
Urban [3, 4, 19, 20]. The Kennedy Space Center and Cuprite 
are two datasets captured with the AVIRIS (Airborne 
Visible/Infrared Imaging Spectrometer) sensor (Fig 4 and Fig 
5). On the other hand, Urban is captured by the HYDICE 
(Hyperspectral Digital Imagery Collection Experiment) 
sensor (Fig 6). We present in detail all the used hyperspectral 
datasets in the following while their characteristics are listed 
and compared in Table II. 

 

• Kennedy Space Center (KSC) 

This scene was collected by the NASA AVIRIS 
instrument over the Kennedy Space Center (KSC) in 
Florida. The area covered comprises 512 lines by 614 
samples in 224 bands of 10 nm width with 
wavelengths from 400 to 2500 nm. We get 176 bands 
after removing the noisy and water absorption bands. 
The spatial resolution of the KSC data is 18 m. Most 
parts of the image are composed of wetlands and 
various types of wild vegetation. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2. (a) 3D wavelet decomposition, (b) Inter-scale relationship  

Fig.3. Deep neural network structure 

Fig.4. KSC (False greyscale image) 
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• Cuprite 

Cuprite is one of the most popular hyperspectral 
datasets. Captured also using the AVIRIS sensor, it 
covers the cuprite mining areas in Nevada. Most parts 
of the image represent various minerals. It is acquired 
from an altitude of approximately 20 km and has a 
spatial resolution of 20 m. The cuprite data has 
512x614 pixels and 224 bands. We get 188 after the 
bands 1-2, 104-113, 148-167, and 221-224 are 
removed because of dense water vapor and 
atmospheric effects. 

 

 

 

 

 

 

 

 

 

 

 

 

 

• Urban 

Urban was collected by the HYDICE sensor and 
correspond to an urban image scene at Copperas Cove 
in Texas. The sensor works in 210 spectral bands, in 
the region from 400 to 2500 nm, with a spectral 
resolution of 10 nm. The data consist of 307x307 
pixels, which are characterized by high spatial 
resolution (2 m). After removing the bands 1-4, 76, 
87, 101-111, 136-153, and 198-210 due to dense 
water vapor and atmospheric effects,162 bands 
remain available. 

 

 

 

 

 

 

 

 

 

 

 

 

 

TABLE II.  HYPERSPECTRAL DATASETS AND THEIR INFORMATION 

Datasets Cuprite Urban KSC 

Instrument AVIRIS HYDICE AVIRIS 

Image 

Size 
512 x 614 307 x 307 512 x 614 

Number of 

bands 
224 210 214 

Number of 

bands 

(selected) 

188 162 176 

Range 0.4-2.5 µm 0.4-2.5 µm 0.4-2.5 µm 

Spectral 

Dimension 
10 nm 10 nm 10 nm 

Spatial 

Dimension 
20 m 2 m 18 m 

 

B. Results and Discussions 

In this section, we compare the proposed WSRnet with the 
Bicubic and Spline interpolation benchmark. To do this, we 
adopt two quality indexes: the peak signal-to-noise ratio 
(PSNR) and the structural similarity (SSIM) index. The PSNR 
measures the proximity of the original image to its 
approximation one, and the SSIM measures the visual quality 
of the approximation image. A good PSNR indicates that a 
part of noise has been removed from the image. However, it 
not always corresponds to the best visual quality because the 
algorithm eliminates a part of the texture and not only the 
noise in the image. Therefore, we also use the SSIM metric 
that considers the similarity of the texture in the image. For a 
good SSIM, the algorithm must remove the noise and preserve 
the texture of the image.  

However, the use of quality metrics is possible since we 
need a reference image to compare the results of the 
algorithms. For this reason, we down-sampled the HSI dataset 
by factor x2, and we considered the original sequence as a 
reference dataset. The comparison of PSNR and SSIM values 
over KSC, Cuprite, and Urban is shown in Table 3. We 
observe that our WSRnet surpasses the Bicubic and Spline 
with a larger margin. Because the wavelet transform has the 
function of restoring texture details and sharp parts of images, 
the WSRnet significantly boosts the results accuracy, 
respectively by 2% and 4% compared to the Bicubic and 
Spline for all datasets. 

 

TABLE III.  WSRNET RESULTS, PSNR/SSIM FOR SCALE FACTOR ×2 ON 

DATASETS KSC, CUPRITE, AND URBAN 

Datasets Metrics Bicubic Spline WSRnet 

KSC 

 

PSNR 

 

SSIM 

 

30.88 
 

0.827 

25.93 
 

0.781 

31.22 
 

0.81 

Cuprite 

 

PSNR 

 

SSIM 

 

 
28.56 

 

0.824 
 

 
27.88 

 

0.801 
 

30.22 

 

0.841 

Urban 

 

PSNR 

 

SSIM 

 

32.99 
 

0.871 

26.39 
 

0.728 

33.22 
 

0.901 

Fig.5. Cuprite (False greyscale image) 

Fig.6. Urban (False greyscale image) 
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The evaluation of the SR results is not only based on 
metrics results. Fig.7, Fig.8, and Fig.9 show the visual results 
of different techniques for an upscaling factor of 2. As we can 
observe, the WSRnet produces much sharper images than the 
two other approaches. In addition, we can observe that we 
have obtained images without any artifacts. 

 

 

IV. CONCLUSION 

Deep learning has already been shown to be effective with 
hyperspectral images. In this work, a wavelet learning-based 
super-resolution technique (WSRnet) for HSI is proposed 
where a multi-scale wavelet decomposition is integrated into 
a deep neural network model. By exploiting the spatial and 
spectral features of the HSI and the properties of the deep 
neural networks, such as high-learning capacity and high 
performance, we developed a robust SR technique. The 
performance of the proposed technique has been evaluated on 
several hyperspectral images and compared with the classical 
algorithms. Based on the performance metrics such as PSNR 
and SSIM, the WSRnet produces good results. Moreover, all 
tests have shown significant improvement in the performance 
compared to some classical techniques. Our future research 

will concentrate on how to efficiently represent the spatio-
spectral data with other wavelet transforms and how to 
increase the computational performance of the deep learning 
algorithm. Also, we will propose a modified algorithm to 
work on other super-resolution applications, such as medical 
image enhancement. 
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Abstract— In this paper, we present the multimodal approach for 
the compression of hyperspectral images. The technique 
highlights the contribution of the multimodal approach, whether 
supervised or unsupervised, to the field of hyperspectral images 
which is very much in demand nowadays in several fields of 
computer vision. The size of the initial hyperspectral sequence 
firstly reduced by applying the multimodal concept based on the 
insertion function. Some selected images of the initial 
hyperspectral sequence inserted into the other one of the same 
sequence to generate a multimodal sequence. Then, the new 
multimodal sequence is encoding efficiently by any 3D-Encoder. 
At the decoding step, a separation function is necessary to extract 
the inserted images from the decoded multimodal sequence in 
order to reconstitute the approximation of the initial sequence. 
The performance of the Multimodal Compression Approach 
encoder are evaluated on AVIRIS hyperspectral images. 
Experimental results indicate that the proposed approach 
provides very promising performance at low bit-rates while 
reducing the encoding/decoding time. 

 
Keywords— Hyperspectral image, multimodal compression, 
supervised insertion, non-supervised insertion, Quadtree 
decomposition, 3D-SPIHT. 

I. INTRODUCTION 

In recent years, hyperspectral imagery has attracted a great 
deal of interest hence its use in several research areas such as 
target detection, classification, anomaly detection, object 
discrimination, material quantification, and spectral unmixing 
due to its ability to provide spatial and spectral information 
details. Hyperspectral sensors produce daily a large among of 
data that is considered as 3D data (hundreds of contiguous 
spectral bands are collected from the visible and the near 
infrared spectrum light and each band has the same number of 
pixels and represent a specific bandwidth of the 
electromagnetic spectrum.). The large capacity of memory 
required to store these hyperspectral images (HSI) implies the 
use of compression and decompression algorithms allowing 
reducing as much as possible the amount of data to store or to 
transmit. 

HSI compression is a technique through which the size of 
HSI can be reduced. Ideally, the compression should be 
lossless to preserve the scientific value of data. However, 

lossless compression techniques allow for very limited 
compression ratios.  To achieve much higher compression 
ratios, the lossy compression is used introducing some 
distortion between the reconstructed and the original image. 

Several compression algorithms more suitable for this 
hyperspectral data are proposed in the literature, most of these 
compression techniques are two-dimensional (2D) transform-
based such as discrete cosine transform (DCT), discrete 
wavelet transform (DWT) and Karhunen-Loève transform 
(KLT), that has extended to three-dimensional (3D). Some 
state-of-the-art algorithms in these fields are 3D-DWT [1], 
3D- KLT [2], 3D-Set portioning in hierarchical tree (3D-
SPIHT) [3], etc.…  However, it is very rare that these methods 
take into consideration the complexity cost nor the time 
needed for the compression and decompression steps, 
especially for this type of data with large amounts of 
information to process. Knowing that today we are in the era 
of speed and real-time transmission, it is of the utmost 
importance to focus primarily on the performance that a 
compression method can achieve, but also on the time 
required for its execution. 

In this context, several works are developed improving the 
performances to be achieved as well as the times to be 
respected in order to be among the best possible in the 
hyperspectral compression domain [4, 5-6, 7]. The wavelet-
based zero-tree algorithms such as the 3D-SPIHT encoder is a 
good candidate for their performance in HSI compression [8-
10]. However, application of this algorithm on HSI induces a 
great computational complexity and consequently a great 
compression/decompression times given the volume of data to 
be compressed.  In order to reduce the amount of data to be 
compressed, thus reducing the computational complexity and 
the compression time, we have exploited the principle of 
Multimodal Compression (MC). As defined in reference [11], 
the idea of MC consists in merging different form of 
biomedical data using an insertion function before encoding 
process to compress the fusion data with the same encoder. In 
this paper, the synthesis of multimodal compression is 
performed to highlight the contribution of the multimodal 
approach, whether supervised or unsupervised, for the field of 
hyperspectral images which is very solicited nowadays in 
several fields such as computer vision. For the multimodal 
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compression of HSI some selected images from the initial 
hyperspectral sequence are inserted in the remaining images 
of the same sequence producing a compacted multimodal 
sequence to compress using a 3D-Encoder which outperforms 
the others compression standards. This paper is organized as 
follows: section II presents the methodology of Hyperspectral 
images Multimodal Compression (HSI-MC). The HSI-MC 

schemes, the results and the performance analysis evaluated 
on AVIRIS database (Airborne Visible Infrared Imaging 
Spectrometer) are presented in section III. Section IV provides 
a conclusion and a perspective for the multimodal 
compression of the HSI. 

 

 
Fig. 1. Multimodal compression scheme 

 

II. METHODOLOGY 

 
The HSI-MC is the coding of a mixture of images, which is 

at the core of the compression/decompression process. The 
multimodal sequence formed is the result of inserting some 
selected images from the initial sequence into other images of 
the same sequence. Then, an efficient 3D-Encoder applied to 
the compacted sequence in order to generate the bitstream to 
store or to transmit. The multimodal compression of HSI 
requires various steps, namely: Mixing phase and Coding 
phase for the Coding Process. Decoding phase and Separation 
phase for the Decoding Process (Fig. 1). 

 

A. Coding Process 

The first steps of this process allow generating a 
multimodal sequence from the initial hyperspectral sequence 
to be compressed reducing by this way the size of the initial 
sequence. 

 
• Mixing phase 
We consider an initial hyperspectral sequence Sk where k = 

1,……….,Z refers the bands. Each band represent an image of 
M × N pixels. In this phase, the initial sequence Sk is reduced 
by applying the analysis step followed by the insertion step. 

 

 
 

1)  Analysis step 

In this step, the initial hyperspectral images classified into 
Host images and Guest images. For this purpose, a simple 
statistical analysis is used to perform this selection. So, the 
variance of each image I(i, j, k) of  initial sequence is used as 
an objective criterion to define those containing less 
information rate as Guest images to be insert in the other ones 
classified as Host images. The variance is estimate using the 
following equation:  

 

                     (1) 
Where k=1…..Z (Z represent the number of hyperspectral 

bands),   the average of the image (band) of size of M x N.  
 
According to the [12] and [13], the variance of some 

images of the sequence is much higher than the other one. 
Thus, we can define that these values show a greater 
concentration of information in these images. Therefore, the 
images with the lowest variance value of the initial sequence 
are listed as the one to be inserted into the other. 
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2)  Insertion Step 

 
An insertion function is used to generate the multimodal 

sequence from the initial sequence.  
 
Definition: “an insertion function is a procedure that 

consists in replacing some pixels of a host image by other 
useful pixels provided by another source according to a rule 
defined by the user and corresponding to the application” 
[12].  

The adopted insertion used in this step is to replace each 
pixel over two in the Host images by the one of the Guest 
images according to the Fig. 2. The number of the Guest 
images to eliminate from the initial sequence depends on the 
reception capacity of the Host images. At the end of these 
steps, a multimodal sequence with a reduced size is formed. 

 
 

 
Fig. 2. Insertion pattern 

 
• Coding Phase 
 
The multimodal sequence thus formed is compressed using 

3D-Encoder based on wavelet transform [1] to generate the 
bitstream for storage or transmission and thus in order to 
exploit efficiently the spectral and the spatial redundancies in 
hyperspectral images [12]. Consequently, a fast and very 
efficient compression technique for hyperspectral images 
achieved while keeping the images features intact. 

 

B. Decoding Process  

 
In this phase and according to Fig. 1(b), the 3D-Decoder 

based on the inverse 3D-Wavelet transform applied to the 
received bitstream and a reduced volume containing the data 
mixture obtained which represent the decoded multimodal 
sequence. The separation function of the decoding step 
involves extracting the inserted pixels previously in the 
insertion step from the reconstructed Host images of the 
decoded multimodal sequence to reconstruct the Guest images. 
The replaced pixels of the reconstructed Host images cannot 
be recovered to their exact values. These pixel values need to 
be estimated using a cubic spline interpolation [13]. The 
fusion step is used to reconstruct a decoded hyperspectral 
sequence, which is an approximation of the initial sequence.   

 
The reconstructed Host images are reorganized with the 

reconstructed Guest images to generate the decoded sequence. 
 

III. THE SCHEMES OF THE MULTIMODAL 

COMPRESSION OF HYPERSPECTRAL IMAGES  

 

A- Non- Supervised Multimodal Compression scheme 

 
The basic idea of this scheme is to insert the pixels of the 

Guest images into reception regions using a spiral insertion. 
These reception regions defined by the final user of HSI on 
the contours of the Host images delimited by a Region of 
Interest (ROI). The defined ROI contain the main information 
that should not be distorted. Therefore, the number of Guest 
images that can potentially be merged depends on the global 
size of the ROI. After the Non-Supervised insertion step based 
on the spiral insertion, a multimodal sequence is formed thus 
is compressed by the 3D-SPIHT encoder based on the 3D-
wavelet transform [12]. 

 
To evaluate the performance of the Non-Supervised 

Multimodal Compression based on 3D-SPIHT encoder, 
experiences have been performed on several hyperspectral 
sequences from AVIRIS database (Fig. 3). We take 
specifically scene 0 of the Yellowstone dataset acquired in 
2006. Fig. 3 shows some images (bands) of the taken 
sequence. This set of data can be download from the official 
website. In addition, the quality of each image of the decoded 
sequence is estimated by using various image quality metrics 
as PSNR metric (Peak Signal-to-Noise Ratio). 
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Fig. 3. Dataset of Yellowstone scene 0. (a) Band 2, (b) Band 10, (c) Band 30 (d) Band 90, (e) Band 150 and (f) Band 200. 

 
Fig. 4 shows of the reconstructed multimodal sequence for 

Yellowstone scene (band 30) for 0.5 bpp and 1 bpp. In terms 
of quality, one can conclude that the non-supervised 
multimodal compression preserves the information without 
any significant distortion.  

According to the Fig. 5, one should note that for low bit-
rate, the quality of the decompressed images is objectively 
almost the same, whereas for high bit-rate, the quality remains 
subjectively the same (based on the visual quality). This can 
be explained by the fact that when dealing with PSNRs greater 

than 50 dB (which is the case here), it becomes very difficult 
to distinguish, visually between image qualities. Consequently, 
one can conclude that the non-supervised multimodal 
compression method preserves the information without any 
significant distortion. In terms on computing time, the non-
Supervised Multimodal Compression technique becomes 
particularly interesting since the encoding or the decoding 
steps are both achieved on a reduced number of images. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Decoding results for Yellowstone scene images (Band 30). (a) 0.5 bpp, (b) 1 bpp 
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Fig. 5. Non-supervised multimodal compression results. 

 

B- Supervised Multimodal Compression scheme 

 
In the scheme cited in [13], the selected Guest images from 

initial hyperspectral sequence are inserted in the remaining 
images defined as the Host one of the same sequence by using 
the supervised insertion step based on Quadtree 
decomposition [14]. This decomposition is used to find the 
homogeneous blocks that will receive the pixels of the 
selected Guest images. The end of this operation produces a 
compacted sequence, which compressed efficiently by the 3D-
SPIHT encoder. In this case, the number of Guest images to 
be inserted in the Host one, is defined according to the 
reception capacity represented by the different homogeneous 
blocks. Which allows us to define several insertions 
depending on this reception capacity. Ins2, Ins5, Ins8, Ins11 
and Ins14 represent respectively the number of the Guest 
images to be inserted on the Host one (2 images, 5 images, 8 
images, 11 images and 14 images).  

In order to evaluate the performance of the Supervised 
Multimodal Compression based on 3D-SPIHT encoder (SMC-
3D-SPIHT encoder), the quality of each decoded images 
estimated by using various image quality metrics as the Peak 
Signal to Noise Ratio (PSNR) and the Structural Similarity 
Index (SSIM) [13, 15-16]. The results show that for low bit-
rate, the SMC-3D-SPIHT encoder achieves good image 
quality with PSNR values neighboring 45 dB while computing 
times are much reduced (Fig. 6). The results are improved 
significantly by the reduction of the initial sequence 
accomplished by the optimized insertion step based on 
supervised way. Consequently, higher compression rates and 
significate reduced computing time achieved with SMC-3D-
SPIHT encoder. Moreover, the variations in the spectrum of 
the compressed images are almost identical to those of the 

original images (Fig. 7). Thus, the supervised multimodal 
compression preserves most part of spectral data signature 
that is used to identify and/or classify materials, objects, etc. 
[13]. 

 

Fig. 6. Supervised multimodal compression results. 

 

IV. CONCLUSION 

 
In this work, the multimodal approach for hyperspectral 

image compression is presented. This technique highlights the 
contribution of the multimodal approach in the field of 
hyperspectral images which is very much in demand today in 
several fields of computer vision. Two schemes developed for 
multimodal compression of hyperspectral images, namely 
non-supervised and supervised multimodal compression. In 
order to exploit efficiently the spectral and the spatial 
redundancies in hyperspectral images, a lossy compression 
method-based 3D-SPIHT encoder defined. With this method, 
the amount of initial hyperspectral data reduced by applying 
the multimodal concept. The 3D-SPIHT encoder compresses 
the multimodal sequence thus obtained. All the results shows 
that the multimodal compression improve the performances of 
the hyperspectral images compression. One can conclude that 
the multimodal compression of the hyperspectral images is 
computationally a very fast encoder for low bit-rates 
compression; this technique offers a low computational 
complexity that is highly desirable at on-board system, with 
limited computational and power capabilities. The multimodal 
compression approach of hyperspectral images presents 
spectral fidelity, which is substantially useful in specific 
applications such as anomalies detection or data analysis. 
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Fig. 7. Spectra generated from original and compressed reflectance for Yellowstone scene of AVIRIS database (0.05 bpp), (a) road, (b) field, (c) building, 
and (d) ground. 
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Abstract —Assessment of the wind potential in large regions 

accurately needs a considerable number of devices distributed 

over several remote locations, which is inappropriate with the 

classical wind sensors. It should be noted that MEMS (Micro 

Electro Mechanical System) sensor based anemometers are more 

suitable for such applications thanks to multiple advantages, 

among others, they are compact sized, light in weight, making 

them well adapted for large-scale integration. Furthermore, due 

to the possibility of embedding several sensors in one chip and 

their mass manufacturing, they are low in cost.  On the other 

hand, their major drawbacks lie in their great sensitivity to 

changes in other physical parameters such as air temperature 

and their incapacity to detect the flow direction. In this regard, 

this paper presents the design and testing of a novel multi-sensor 

system probe based on MEMS hot-film anemometer for wind 

speed and direction measurement. The system probe consists of a 

cylindrical support on which a hexagonal MEMS hot-film sensor 

chip is disposed and calibrated in a wind tunnel. After that, an 

algorithm based on ANNS (Artificial Neural Networks) is 

elaborated and implemented on an Arduino board to calculate 

the corresponding values of wind speed and direction while 

compensating the influence of changing in air temperature. 

Finally, in order to evaluate the performances of the system, 

outdoor tests are carried out at wind monitoring points measured 

by a classical anemometer. The obtained results are consistent 

with each other over the entire measurement period. 

 

Keywords— Hexagonal MEMS sensor chip; Hot film 

anemometer; ANNS (Artificial Neural Networks); Air flow 

speed; Air flow direction; Temperature correction;  Arduino. 

 

I.  INTRODUCTION  

Estimation of wind conditions plays an important task in many 

fields such as aeronautic, marine, and renewable energies 

which have aroused the need to develop effective systems to 

meet the demands of the research industry. In this context, hot 

wire anemometry especially thermal flow MEMS (Micro 

Electro Mechanical System) sensors are more appropriate 

when it comes to estimating the wind in large-scale outdoor 

areas with high spatial and temporal resolution. With the 

advent of micromachining technologies, a miniature hot wire 

sensor was fabricated by means of integrated silicon-based 

technologies [1,2]. One of the main assets of this type of 

sensor is that it can be used to estimate other physical 

parameters such as air temperature and humidity [3]. 

However, its major shortcomings lie in its dependence on air 

temperature [4,5] and its inability to detect flow direction [1]. 

In order to circumvent the temperature drift effect, there are 

basically two methods based either on: hardware or software 

scheme. A standard hardware procedure uses a compensation 

resistor with negative temperature coefficient in the bridge 

circuit, which can compensate for certain temperature range 

with a precise component selection and circuit structure [4], 

[6-7]. The software one requires temperature measurement and 

includes the temperature value in the wind computing 

algorithm to attain correct wind speed with temperature drift 

correction as it has been established for the first time in [8]. As 

for the wind direction measurement, the solution relies on 

using several sensor chips [4-6] or multiple sensors configured 

on a single chip [9]. It is worth mentioning that, in the last few 

decades, wind related industries have invested a great deal of 

money in researches to improve the qualities of such wind 

sensors. These researches aim to optimize their costs, power 

consumptions, responses time, accuracies and enhance their 

sensitivities that have been obtained through various advanced 

schemes, tools and wind monitoring techniques [5], [10-15]. 

Thus, in this paper we intend to develop a 2D low-cost, 

wearable multi-sensor system with economical power 

consumption to measure wind speed and direction with high 

precision. To that end, we opted for a MEMS chip with 

hexagonal configuration, which is a good tradeoff between 

precision and power consumption, and suggest placing it on a 

probe structure. After testing different probe structures our 

choice fell on a cylindrical shape which is proven to be the 

most suitable form. After that, the probe, its conditioning and 

data acquisition system were calibrated in a wind tunnel.  With 

the obtained results a data set was constructed and an 

algorithm based on ANNs was elaborated to calculate the 

corresponding speed and direction while accounting for the 

influence of variations in air temperature. Afterwards, the 

elaborated algorithm was implemented on an Arduino board. 

In the end, tests in the open air were carried out at high 

altitude on the designed prototype anemometer together with a 

classical anemometer at the same places. The obtained results 

in the same time frame were compared. The concordance of 
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the results, such as the mean absolute error (MAE) between 

the two instruments is in the order of 0.019 m/s for speed and 

4° for direction, confirmed the feasibility of the hexagonal 

MEMS based anemometer probe. The detailed steps of the 

multi-sensor system probe design and tests carried out are 

detailed in the following sections.  

 

II. EXPERIMENTAL 

 

A. MEMS flow sensor 

 

The sensor under study is composed of a thin polycrystalline 

silicon film forming the sensitive element which is suspended 

on an air cavity, two metallic electrodes, a silicon nitride layer, 

and a substrate as shown in Figure.1. The different steps of its 

realization are detailed in [1]. 

  
1 Polysilicon suspended wire        

2 Metallic electrodes

3 Air cavity

4 Silicon nitride film

5 Silicon substrate

12 2

3    

    4 

5

 
 

Fig.1. Structure of the hot wire sensor. 

 

For a given ambient temperature (Ta), the silicon film is 

crossed by a dc current (I) which heats it at temperature (T). 

As air blows on the hot wire, air cooling causes resistance 

changes which are detected so as to make wind speed 

measurements possible. A scanning electron microscopy 

(SEM) picture of the fabricated MEMS hexagonal based hot-

film sensor is shown in Fig. 2. 

 

 
 
Fig. 2. SEM image of the fabricated hexagonal MEMS hot-film sensor chip. 

 

Let R be the resistance of the hot wire sensor and Ra its 

resistance at ambient temperature. At temperature T, the 

sensor resistance is given by: 

 

 )(1( aa TTRR −+=                                         (1) 

With                     (Where R0=2.9KΩ is the resistance at 0°C).                           

 

α is the TCR (Temperature Coefficient resistance) of the hot 

wire sensor and Ra its resistance at ambient temperature Ta. 

 

Figure.3 shows the R(T) curve obtained for a 50x2x0.5μm3 

hot wire. The sensor exhibits a high degree of linearity as a 

function of temperature permitting to determine the TCR value 

equal to 0.142%/°C.  
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Figure.3. Resistance variations against temperature for a 50x2x0.5µm3  

                     polycrystalline silicon wire. 

 

The relation governing the resistance variation is given by 

equation (2) [1]:         

          
 

 

 

 

 

 

Where (d) the length, (w) the width and (h) the thickness of 

the polysilicon film.  k  and λ  are respectively the material 

emissivity and thermal conductivity of the polysilicon material 

film, v is the flow velocity.  

The coefficients a, b are evaluated empirically from the 

current–voltage and resistance–temperature curves of the 

sensor under study.  

B. Sensor conditioning circuit 

Considering Eq.2, the sensor resistance depends on both the 

variations of the electric current and the fluid temperature. 

Therefore, two measurement methods can then be used. The 

first method consists in using the electronic circuit of Fig. 4 to 

supply the hot wire sensor with a constant current which is the 

Constant Current Anemometer (CCA). Whereas the second 

one is based on the regulation of the sensor temperature by 

means of an electronic control circuit which is the Constant 

Temperature Anemometer (CTA). In this paper, we opted for 

the Constant Current Anemometer because of its simplicity. 

As shown in Figure.4 the conditioning circuit is composed of a 

Wheatstone bridge fed by a constant current source of 2 mA, 

an INA128 operational differential amplifier whose 

differential gain is adjusted via an adjustable resistance Rout. 
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The Wheatstone bridge includes the hot wire sensor, two 

identical resistances R1 and R2 of 0.1% accuracy, and a 

variable resistance to adjust the initial current flowing through 

the sensor.  

 
INA128

Rout

R2      R1     

Rv
Hot wire

I
Vout

G

+

-

 
 

Figure.4. Constant current anemometer conditioning circuit principle. 
 

Considering the supply current for each CCA equal to 2mA, 

the total power consumption of the six MEMS hot-film 

sensors is estimated to be in the range of 30mW. 

 

C. Structure of the multi-sensor system probe 

 

The probe support is built from hard plastic material because 

of its long lifetime, excellent heat and water resistance with 

high electric insulation. A hexagonal concave region was 

milled on the top surface of the cylinder for embedding the 

sensor chip as shown in Figure.5. A PCB board embedding the 

sensors’ conditioning circuit is disposed in the base of the 

support, and connected to the sensors via bond wires.   

 

 

1cm

 
 

Figure.5. The probe embedded with the hexagonal MEMS hot-film sensor 
chip in its cavity. 

 

D. Data acquisition system 

A data acquisition system built in the laboratory is precisely 

devised to measure air temperature, wind speed and direction.  

Its block diagram is shown in fig. 6. It is composed of several 

hot wire MEMS sensors (six hot wires to measure wind speed 

and direction and one hot wire to measure air temperature), 

their conditioning circuits and a microcontroller based on 

Arduino Due with Atmel 32 bits ARM Cortex-M3 CPU 

coupled with an XBee module. The obtained data are then 

transferred to a distant computer.  
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Figure.6. Block diagram of the data acquisition system. 
 

E. Wind Tunnel Test and Calibration Setup 

 

The Multi-sensor System Probe with its conditioning circuit 

and the data acquisition system were tested and calibrated in a 

in a closed-circuit wind tunnel as shown in Figure.7. 

 

 
 

Figure.7. The anemometer probe in the wind tunnel. 

 

The probe was disposed firstly such that the sensor1 will be 

facing the wind direction marked as 0°. Different wind speeds 

were used from 0 m/s to 30 m/s with a step of 1 m/s and wind 

direction from 0° to 360° at 15° increment. For each speed and 

direction, the readings of the sensors were registered and 

transferred to a distant PC via an XBee module. After that the 

same experience was repeated at different air temperatures: 

15°C, 20°C, 25°C, and 30°C respectively, to account for the 

influence of variation in fluid temperature and address it. 

Figures 8 and 9 show some measured curves of the sensors 

versus flow direction angle at 14m/s with a direction interval 

of 15 degree at air temperature equal to 15°C and 20°C 

respectively. 
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Figure.8. Output voltage according to wind direction in the wind tunnel at 

wind speed 14 m/s and fluid temperature 15°C.  
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Figure.9. Output voltage according to wind direction in the wind tunnel at 

wind speed 14 m/s and fluid temperature 20°C. 
 

The differences of the sensors output voltage between figures 

8 and 9 as it can be noticed, is due to the influence of the 

changing in air temperature which causes a shift of the curves 

along all the range of the wind direction. Therefore, a 

correction method is necessary to obtain a unique response for 

each speed and direction irrespective of air temperature.  

 

F. Speed and Direction calculation on the basis of ANNs 

 

The flow direction measurement is based on the relative 

output difference of the six sensing elements in response to 

temperature variation induced by airflow. The principle of 

airflow detection speed and direction is illustrated in Fig. 8. 

The relationship between the sensors’ readouts and the flow 

parameters is a multiple input multiple output coupling 

system, which can be formulated by:  

 

  (3)),,,,,,(, 7654321 EEEEEEEfV =  

               

In this regard, a procedure based on ANNs was adopted to 

solve this equation system, as it had been theoretically proved 

that three layers of neural network could solve arbitrarily 

complicated nonlinear mapping problems [16]. The structure 

of the network is shown in Figure 10, which composed of 3 

layers (input layer, hidden layer and output layer) with 7 input 

neurons equal to the number of sensors, one hidden layer with 

9 neurons containing sigmoid function experimentally 

determined and 3 output neurons containing linear function 

corresponding to the flow parameters. The neural network was 

elaborated with the data base constructed in the calibration 

process which is divided into 2 parts (training and test sets).  

The whole data included 2480 patterns for training and 496 

patterns for testing. The weights and biases of the network 

were determined through training data which is performed by 

the Levenberg–Marquardt back-propagation algorithm. After 

the learning stage, the network was submitted to the test. The 

number of neurons in the hidden layer was selected 

experimentally on the basis of minimum Mean Square Error 

(MSE) for the learning and testing sets. In the present case, 

this choice fell on 9 because this was the smallest number of 

hidden neurons with acceptable least square errors over the 

training and test regions which are both in the order of 10-5.       
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Figure.10. Structure of the neural network. 

 

After designing the neural network, it was implemented on 

Arduino DUE board and applied immediately to the wind 

tunnel test measurements to calculate speed and direction. The 

scheme of its implementation is detailed in our previous work 

[17].  
 

H. Field-test of the designed system 

 

Field-test of the designed system was presented in our 

previous method [17], where the anemometer probe was 

mounted beside a classical anemometer for comparison over a 

period of 60 seconds. After the tests, wind speed and direction 

were calculated for every second in the time frame. As shown 
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in Figures 11 and 12 the measurement results obtained by the 

MEMS-based anemometer were compared with those 

recorded by the classical anemometer. The obtained results are 

consistent with each other over the entire measurement period. 
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Figure.11. Field-test comparison of wind speed between the MEMS 

anemometer probe and a classical anemometer. 
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Figure.12. Field-test comparison of wind direction between the MEMS  

                       anemometer probe and a classical anemometer. 

 

The mean absolute error (MAE) between the two instruments 

is in the order of 0.019 m/s for speed and 4° for direction. 

These differences can be explained mainly by the difference 

between instruments characteristics such as the responses time 

which may cause a delay and the drastic changes in wind 

speed and direction leading in some cases to instability.  
 

III. CONCLUSION 

 

In this paper, a probe embedded with a hexagonal MEMS hot 

wire sensor chip for measuring wind speed and direction was 

developed. The designed system exhibits compact size, low 

cost, high precision and low power consumption. The 

anemometer probe was calibrated in a wind tunnel where a 

database was constructed and registered by a data acquisition 

system. This data acquisition system consists in an Arduino 

platform connected with XBee Module transferring the 

measured data to a distant computer.  With the constructed 

database, a model based on Artificial Neural Networks was 

elaborated and implemented on the Arduino platform. The 

elaborated model is charged to calculate the corresponding 

flow speed and direction from sensor readings with correcting 

the influence of change in air temperature. The prototype 

anemometer was tested outdoor and the obtained results are 

consistent with those registered by the classical anemometer 

over the entire measurement period. The future scope of this 

scheme may involve the design of a sensor network for large 

spatial measurement.  
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Abstract-Laser shaping by digital micromirrors is one of the 
various applications of Digital Micro mirror Devices (DMD's) 
since their fabrication for display purposes in the 80's. It is used 
in integrated circuit lithography process, high precision 3D 
printing, biomedical instrumentation, industrial fabrication 
processes and more. We have implemented an experimental 
optical system around the micro-opto-electromechanical system 
(MOEMS), the Texas Instruments Digital Micromirror Device 
DLP7000, to demonstrate laser beam shaping and positioning 
by the digital micromirrors, and discuss their possible use in 
multiple targets high precision tracking. Periodically, a camera 
captures and provides images of the targets to the image 
processing system in order to generate new binarized  images to, 
adaptively, reshape the laser beam and reposition it as needed, 
according to the targets motion. To generate the initial laser 
beam and position the shaped beams on targets, an optical 
system has been implemented, and programs to command and 
communicate with the DMD and its controller, the VIALUX 
7000, have been written using the ALP42 VIALUX library API 
modules. Laser beam shaping, by the B/W images displayed by 
the DMD to match the targets, has been successfully achieved, 
and demonstrate the feasibility and effectiveness of the 
proposed idea.  

 

Keywords 
Digital Micromirror Device—Multiple target Tracking—image 
processing—ALP42—V-Module 
 

I. Introduction 
Over the past decades, beyond the invention of digital micro-
mirror devices for projection display in 1987 [1], new DMD 
applications have been continuously emerging.  
In industry [2], DMD’s are used for 3D printing [3][4], digital 
imaging lithography [5], laser marking, 3D scanning [6], 
allowing fast prototyping,  additive manufacturing, high 
accuracy.  
In medicine, DMD’s are used in ophthalmology [6], 
phototherapy, surgery, or for direct manufacturing of 
biological tissues, organs, and prostheses [7][8], or for 
confocal microscopes[9] , and many more  [10]. 
In military laser beam shaping can be used for defense, and 
weapon development.   
In many of these applications, laser beam shaping [11] is 
obtained by coupling the DMD to a laser beam, and an optical 
system. These technologies rely on the DMD ability to rapidly 
display new images in order to correct the needed shape until 

satisfactory precision is reached. Any segmented and 
binarized image, displayed by the DMD, shapes an initial 
projected laser beam into two complementary laser beams. 
Thus if a segmented image of multiple objects spread over a 
wide field, is displayed on a DMD screen, the laser beam 
projected on the DMD, will be reflected into shaped laser 
rays, matching all the objects position in the scene, 
simultaneously, by an appropriate adaptive optical system 
[12][13][14]. No mechanical system nor targets pursuit 
algorithms are needed. On the other hand, efficient image 
processing for segmentation and binarization is required.  The 
same reasoning holds for very small scenes like tracking 
unstable retina blood vessels during photocoagulation process 
[15]. Our work aims to implement a laboratory experiment to 
demonstrate laser beam shaping and positioning by the digital 
micromirrors, and discuss their possible use in multiple 
targets high precision tracking. We first describe briefly the 
DMD properties relevant to our work. Then we present our 
strategy and the experiment set up. Next we show and discuss 
our experimental results. 

 

II. DMD mechanism 
The (dlp7000) is a Texas Instruments DMD circuit that has 
been initially designed in the 80's for projection display 
purposes. We describe in this section the DMD properties that 
will be used in our experiment. 

A. DMD description 
 
The DLP7000 is an array of 1024x768 micromirrors mounted 
on the top of a CMOS RAM cells with other electrical and 
mechanical elements. An inactive micromirror is in a flat 
position, and rotates by +12° if it is in the ON or -12° if it is 
in the OFF state (Fig. 1.). Each mirror pixel of a DMD rotates 
with respect to the main diagonal, and is addressed 
individually. Its angular position is determined by the binary 
state (logic 0 or 1) of the corresponding CMOS memory cell 
content [2]. Grey level colors are obtained by switching the 
micromirrors between their on and off states at appropriate 
frequency rates. The white and black color pixels correspond 
to the on state, and off state respectively.  
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B. DMD control 
A typical application of the DLP7000 requires the use a high 
speed V-Module (from VIALUX) to control the display of an 
image on the digital micromirrors (Fig. 2.). Vialux provides 
Texas Instrument DMD chips with an electronic board to send 
and display image sequences at high speed. The V-Modules 
provide complete subsystems containing a controller board, a 
DMD, and an ALP-4 controller suite software [16]. The DLP 
user software uses the ALP-4 library functions to allocate, de-
allocate and communicate with the DMD. 

 

 

 

 

 

 

 

III. LASER SHAPING EXPERIMENT SETUP  

A. Strategy 

It is based on black and white (B/W) image display by the 
DMD. via the V-Module DMD controller. The initial laser 
beam is projected perpendicularly onto the DMD screen. The 
mirrors corresponding to white pixels rotate at +12 degrees 
and reflect that part of the laser beam at +24°, while the 
mirrors corresponding to the image black pixels  rotate at -
12°, and reflect the other part of the laser beam in the --24° 
direction. Thus, the initial laser beam is split into a negative, 
and a positive part. The shape is determined by the B/W 
image, and the shape size, by the optical system placed in the 
direction of the shaped laser beam. A camera attached to the 
optical system, periodically, captures successive images of the 
targets scene, and transmits them to the computer for image 
processing. The program generates a new B/W high 
resolution image, where the targets are represented in one of 
the two colors, and located with a high precision (fig. 3.). If 
the targets move in the next captured image, a new B/W 
image of the targets is displayed by the DMD, generating a 
new shaped laser beam to instantly reposition it on the targets, 
accurately, in an adaptive manner. Thus, no power 

electromechanical system is needed, allowing fast and precise 
multiple targets tracking.  

 

 
 

B. Experiment setup 

 Collimated laser beam 

To obtain an incident parallel laser beam on the DMD, a 
diode laser source is placed one focal length  from the lens 
L1(fig. 4.). The collimated  beam diameter D (the lens clear 
aperture) is chosen to be greater than  the size of the B/W 
image to be displayed on the DLP7000 screen.  

 
 
 
 
 

 
 
 
 
 
 

 The optical system: 

The collimated laser beam, coming out of lens L1, faces  the 
DLP7000 perpendicularly so that the fashioned beams are 
reflected +24°left and -24° right by black pixel, , and white 
pixel  DMD mirrors,  toward targets1, and targets2, 
respectively. Fig.. 5 shows the optic schematic diagram, and 
fig..6 shows the implemented system.  

 Camera 
The camera is a Webcam set to face the targets we want to 
track; in our case it is set in the direction of  the fashioned  
laser beam reflected by the white pixels. It is programmed to 
capture and send  images to the PC, at a variable, user defined 
rate  

 Computer 
The computer (PC) processes the images it receives 
iteratively, in real-time, to generate B/W images where the 
targets are represented in white. It sends them to the DLP via 
the V-Module controller to be displayed. Images are 
processed using image processing algorithms, and transmitted 
to the  DMD using the ALP-42 library functions The ALP 
function library encapsulates all functionality required to 

start

allocate DMD

connect to DMD

webcam:image capture 

processor: image binarization
send B/W image to DMD-

Laser beam shaped

repeat until end

deallocate DMD

exit

Laser source 

Converging 
lens 

Collimated 
Laser beam 

Fig. 4. Collimated laser beam generation 

USB 

Fig. 2. Bloc diagram of the ALP Controller Suite:  scheme of 
control and data flow [16]   

 

Fig. 1.  DMD chip and micromirrors 

Fig. 3.  DMD control: strategy laser shaping steps 
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control the pattern sequence data loading and the high-speed 
display of the sequences. It communicates with the ALP 
driver, to transfer image sequence data via the USB interface 
into the on-board SRDAM, or to read and write control 
registers in the FPGA controller section [21]. Finally, the 
FPGA logic controls the communication with the DMD 
mirrors. it is necessary to  develop personal high level 
language software to specify the rate, the number of images, 
and the images to send to the DMD 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 Image processing 

The image captured by the camera and transmitted to the 
computer at time t, is segmented then displayed, to 
automatically update positioning of the laser rays on the 
targets. No comparison with image at time t-1 is necessary. 

IV.  RESULTS AND DISCUSSION 

A. Results 

The DMD displays a B/W image of the targets (fig. 9a.), The 
laser beam reflected by these white pixels has the shape of the 
targets (even if they have moved the ones with respect to the 
others). Fig. 9.b shows that the shaped laser beam is not 

properly projected on the targets. After the processing of this 
last image, a new B/W image displayed by the DMD, reflects 
the laser beam and projects it exactly on the targets (Fig. 9.c ). 

Fig. 7 and Fig. 8 show the functionality of our software to 
address and control the DMD. 

      

 

B. Discussion  

In our personal experiments we focused on the DMD 
capability to create a laser beam  that matches the targets  
positions, by displaying binarized images on the DMD;  we 
reached our goal, by implementing a simple laboratory 
experiment. Two multiple targets tracking issues were solved 

  

Fig. 9-The DMD displays a B/W image, b- targets and 
shaped laser beam do not match, c-the laser rays position is 
corrected by the micromirrors 

a 

c b 

a b 
Fig. 8 a-  B/W image displayed by the DLP, b- shaped laser 
beam reflected on positive target 

  

Fig. 7 a- B/W images transmitted to the DMD, b- reflected shaped 
beam 

  

a 

b 

a b 
c 

d 

f 

e 

g 

Fig. 6. experiment set up: a-laser source, b-DMD, c-V-module, d-
lens.L1, e- lensL2, f- positive targets, g- negative targets, h- PC 
control unit 

  

Fig. 5. optical schematic diagram 
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at once by the use of the DMD laser beam shaping: the first 
one is the fast simultaneous positioning of the shaped beam 
on the targets, due to the high switching speed of the 
micromirrors, and the high resolution of the displayed image; 
the second one is the fact that no algorithm for object 
detection is needed, since the binarized image is sufficient to 
detect, and locate the targets.  However, depending on the 
application, initial incidence laser beam angle,  laser beam top 
shape, laser beam path, various optics aberrations, diffractions 
by the micromirrors, and laser power compatibility with the 
DMD material, might need to be considered for correct beam 
shaping and projection.  

 
V. CONCLUSION 

 
Images displayed by the DMD micromirrors shape an input  
laser beam with high accuracy because of the DMD 
micromirrors high resolution . We have used a simple optical 
system, combined with the DMD, to project the shaped output 
beam on the targets. To correct the positioning of the shaped 
laser beam, displaying a new binarized image of the targets is 
sufficient, and neither detection nor recognition algorithm is a 
priori needed. Adaptive optical technologies are already 
providing a variety of increased capabilities for lasers. 
Depending on the application, optical systems using adaptive 
optics models, can be developed to track either close or far 
targets, by expanding, narrowing, or correcting the path of the 
shaped laser beam, and to provide  the needed laser rays 
power. Typically a closed loop system including a camera and 
an iterative efficient  image processing algorithm for 
segmentation and binarization, coupled to the DMD and the 
appropriate optical system, will allow high speed, high 
precision  multiple targets tracking, thanks to the DMD's 
resolution and  micromirrors switching speed. Such systems 
could be embedded on cars, planes, medical, military or 
industrial instruments, or on connected MEMS (IOT's). 
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Abstract: In this paper, we present a novel robust image 

watermarking scheme in the DWT domain based on two 

discrete-time chaotic systems. Two modified-Hénon maps of 

integer and fractional orders are considered as the transmitter of 

this scheme, whereas a couple of step-by-step observers of 

integer and fractional orders are considered as the receiver. This 

transmission scheme allows an exact synchronization and in 

consequence an exact recovery of the system's states.  

The encrypted image is inserted by inclusion method in the 

fractional order discrete-time chaotic system’s dynamics; the 

resulting cipher image is used as a watermark to a host image. 

This host image is watermarked by a DWT watermarking 

function and then at the receiver level will be extracted and 

decrypted. Simulation results are presented to highlight the 

feasibility and robustness of the proposed method. 

 

Keywords: chaotic systems; fractional order systems; 

watermarking; DWT domain; modified-Hénon map; step by 

step observer. 

I. INTRODUCTION 

Preventing unauthorized access or use of data in order to 

keep the information safe is a critical issue that is faced daily. 

Digital imaging holds several benefits, thus making the 

demand for its applications astonishing. However, keeping 

information safe by preventing unauthorized access or use of 

data is a daily ordeal. Effective security tools need to be put in 

place to insure the safety of important information in the 

images making the transmission applications truly 

confidential. And with the several benefits of digital imaging, 

the demand for its applications is overwhelming. Confidential 

data transmission applications have shown the need for 

reliable and effective security tools to protect important 

information in the images from attackers. Those security tools 

include several techniques, among which is digital 

watermarking [1], [2] and chaotic encryption [3]-[8]. The 

attention of cryptographers was drawn by the advantages of 

chaotic systems (Sensitivity to initial conditions, ergodicity, 

non-periodicity, non-convergence) to design robust 

encryption techniques. Plenty of chaotic systems can be 

generated with small perturbation of parameters. A small 

variation of parameters allows to generate a multitude of 

chaotic systems. The chaotic signal can be reproduced easily 

by keeping the initial conditions and the chaotic parameters as 

the secret keys.  For these reasons, chaos based encryption 

systems are considered a center of attention for researchers 

[9]. Systems of encryption based on chaos, encrypt the 

message by a signal generated by a nonlinear dynamical 

chaotic system (transmitter), generating an encrypted 

information, which is transmitted to the receiver through the 

communication channel. 

When the synchronization transmitter-receiver occurs, the 

message is recovered. As shown in [7], [8], synchronization 

of chaotic systems is equivalent to an observer design 

problem. If so, the state and the transmitted message 

considered as an unknown input ought to be estimated. When 

it comes to security of information, copyright protection is 

also an important topic. For this reason, digital watermarking 

is an effective method for copyright protection and proof of 

ownership [10]. The watermarking techniques can be 

classified in two vast categories [11]: 

Spatial domain digital watermarking: Methods to embed 

the watermark by directly changing the intensity of certain 

pixels. 

Transform domain digital watermarking: Methods to 

operate on particular coefficients of a specifically selected 

transform domain (DCT domain, DFT domain, etc.).  

In this paper, we propose a novel robust watermarking 

scheme in the DWT domain based on a fractional-order 

discrete-time chaotic system. The advantage of using such 

systems is explained in [3], [7], [8]. An original image is 

encrypted by two Modified-Hénon maps: integer and 

fractional orders discrete-time chaotic systems, in order to 

watermark it in a host image in the DWT domain [12]. The 

original image is recovered using a transmission scheme 

based on a synchronization process of discrete-time chaotic 

systems [3], [7], [8]. The synchronization of the transmitter 

and the receiver is established between a fractional-order 

discrete-time chaotic system and a fractional-order discrete-

time observer to recover the watermark. The inclusion 

method, which has shown its reliability as proven in [5], is 

used to inject the message in the dynamics of the state 

variable that is not transmitted in order to increase the 

robustness of the proposed transmission scheme against 

malicious attacks. 

A Novel Image Watermarking Scheme In DWT 

Domain Based on Discrete-Time Chaotic 

Systems Of Fractional and Integer Orders 
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The main contribution of this paper is to combine 

fractional-order chaotic system with a watermarking scheme, 

in order to make it more robust and secure. 

The use of a hybrid chaotic system consisting of two 

chaotic systems of different orders (fractional and integer) is 

also one of the contributions of this paper. 

The remaining of the paper is organized as follows. In 

Section 2, the proposed transmission scheme is introduced 

and different parts of both the transmitter and the receiver are 

reviewed. In section 3, the simulation results illustrating the 

synchronization and the reconstruction of the transmitted 

message are illustrated. Section 4 provides the security 

analysis. Section 5 contains concluding remarks and some 

perspectives to improve the proposed scheme. 

II. DESCRIPTION OF THE METHOD 

The fractional-order discrete-time chaotic system of 

modified-Hénon map is used to design a communication 

system which is composed of two blocks: transmitter and 

receiver/observer that will be used to: 

Step 1: Create an encryption function using integer-order 

discrete-time chaotic system. 

Step 2: Encrypt an original image at the encryption 

function level, then insert it by inclusion method in the 

fractional order discrete-time chaotic system’s dynamics. The 

chaotic sequence resulting from this fractional order system is 

used as the watermark.  

Step 3: Insert the chaos based watermark in a host image 

by a DWT domain watermarking algorithm. 

Step 4: Extract the chaos based watermark by a DWT 

domain watermarking algorithm. 

Step 5: Decrypt the watermark at the level of two 

observers. 

The general scheme for the communication system and the 

watermarking process is shown below: 

 

 

Fig1. Scheme of the proposed system. 

A.  Transmitter presentation 

In this section, both modified-Hénon chaotic systems 

(integer and fractional orders) are presented.  

1) Integer-order modified-Hénon map:  Consider the 

following discrete-time modified-Hénon map, given in [8]: 

���
��x��		�k 
 1� 
 a � x			��� �k� � bx���k�x���k 
 1� 
 x��	�k�x���k 
 1� 
 x���k�y�k� 
 x���k�

 

Where x	 
 	 �x��, 	x��, x��	�� ∈ 	��	represents the state 

vector and y�k� 
 x���k� is the output. The chaotic behavior 

is exhibited for a	 
 	1.76, b	 
 	0.1 and the initial conditions 

chosen inside the basin of attraction are:	x���0� 
 	0.1,x���0� 
 	0.1, x���0� 	
 	0.1. 
As given below, simulation results illustrate the chaotic 

behavior of System (1). The phase portrait of the states 

(x��,x��) is presented in Fig.2 and the states response in Fig.3. 

 

Fig.2. Phase portrait of the states (x33(k)- x11(k)) of the modified-Hénon 
map. 

(1) 

k
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Fig.3: State responses of the modified-Hénon system. 

At this stage, the original image is encrypted by creating a 

key through an encryption function (XOR operation) using 

the integer order chaotic system's states. The resulting 

encrypted image is then inserted by inclusion method in the 

third component of the fractional-order chaotic system to 

improve the encryption. 

2) Fractional-order modified-Hénon map: Starting from the 

previous integer order modified-Hénon system (1) 

To introduce the fractional discrete derivatives, the 

Grünwald-Letnikov formula is used [13]: 

Definition1: The α-order Grünwald-Letnikov difference for 

a state vector x is given as follows: ∆�x�k� 
 ∑ ��1�!"!#$ %�!& x�k � 1� 
Where α ( 0	 denotes the fractional order, x�k� 
�x��k�		x��k�		…		x*�k�� ∈ �*	 is the state vector at the 

current time and x�k � j� is the delayed state vector. 

The term %�!& can be computed from the following relation: 

%�!& 
 , 1			for	j 
 0���0��…��0!1��!! 	for	j ( 0		 
In order to represent a fractional-order discrete-time 

system, let us consider the following integer discrete-time 

system: 

                           	x�k 
 1� 
 f�x�k��y�k� 
 h�x�k��                            (4) 

Where y�k� is the output and f is a smooth nonlinear 

function. We denote the 1-order difference for the discrete 

time system (4) as: ∆�x�k 
 1� 
 x�k 
 1� � x�k� 
 f�x�k�� � x�k�						�5� 
From (4), we define the α-order difference as: 													∆�x�k 
 1� 
 f�x�k�� � x�k�																												�6� 
Noting the α-difference (1), we obtain: 

 ∆�x�k 
 1� 
 f�x�k�� � αx�k�

5��1�!"1�

!#�
6αj 7 x�k � j 
 1� 

 

 

(7) 

By introducing a new variable p 
 j � 1, the previous 

relation becomes: 

 ∆�x�k 
 1� 
 x�k 
 1� � αx�k�

5��1�91�"
9#�

6 αp 
 17 x�k � p� 
 

 

(8) 

Let us define the parameter C9 
 ��1�91� % �91�&. By 

replacing (8) in (6), we obtain the following relation: 

x�k 
 1� 
 f�x�k�� 
 �α� 1�x�k� �5C9x�k � p�"
9#�

										�9� 
By applying a truncation to the infinite memory of the 

fractional-order chaotic system (9), we obtain: 

x�k 
 1� 
 f�x�k�� 
 �α � 1�x�k� �5C9x�k � p�<
9#�

													�10� 
Remark 1. Note that System (10) is obtained in the 

commensurate case since the differentiation order α is chosen 

the same for all the state variables [18]. 

However, this is not always the case. To deal with the non-

commensurate case, we should consider all the differentiation 

orders α�, α�, … , α*. 
According to System (10), the corresponding fractional-

order discrete-time system of (1) is: 

 

x�		�k 
 1� 
 a � x			���k� � bx��k� 
 �α� � 1�x��k� 
 β��x��k��x��k 
 1� 
 x�	�k� 
 �α� � 1�x��k� 
 β��x��k��		x��k 
 1� 
 x��k� 
 �α� � 1�x��k� 
 β��x��k��y�k� 
 x��k�
 

Where β� 
 �∑ C�!x��k � j�<!#� ;	β� 
 �∑ C�!x��k �<!#�j�;	β� 
 �∑ C�!x��k � j�<!#� , 0 > ?� @ 1, 0 > ?� @ 1,0 > ?� @ 1	are the fractional orders. 

The chaotic behaviour is exhibited for a	 
 	1.6, b	 
 	0.1 , 

and	α� 
 0.85, α� 
 0.9, α� 
 0.75.  The initial conditions 

chosen inside the basin of attraction are: x��0� 
 �	0.1,x��0� 
 	0.2, x��0� 	
 	0.1. 
To preserve the chaotic behavior, the original image is 

introduced in the third dynamic component of system (11). 

As given below, simulation results illustrate the chaotic 

behavior of System (11). The phase portrait of the message 

(encrypted image) is presented in Fig.5. 

Then, we obtain: 

�11�	

(2) 

(3) 
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 x�		�k 
 1� 
 a � x			���k� � bx��k� 
 �α� � 1�x��k� 
 β��x��k��x��k 
 1� 
 x�	�k� 
 �α� � 1�x��k� 
 β��x��k��x��k 
 1� 
 x��k� 
 �α� � 1�x��k� 
 β��x��k�� 
 mD�k�y�k� 
 x��k�
 

 

 

 

(12) 

Where mE�k� represents the resulting encrypted image 

from the previous XOR operation, and  y�k� 
 x��k� is the 

output. 

The message mE (encrypted watermark) is introduced in 

the third component of the system (11) and the state variable x��k� considered as the system output is, in fact, the 

fractional-order chaotic sequence converted into an image, 

then inserted in a host image by applying a DWT 

watermarking insertion scheme. A single-level 2-D wavelet 

decomposition (DWT) is done with respect to a Haar filter to 

embed the cipher image (encrypted watermark) in a host 

image [12]. 

 

This DWT domain algorithm is summarized as follows 

[14]: 

 

Decompose the host image and the cipher image into four 

levels (LL, LH, HL, HH) and (L-L, L-H, H-L, H-H), 

respectively. These levels represent the frequency districts, 

with LL being the low frequency and HL, LH and HH being 

the high frequencies. 

Apply the DWT to both the images on the sub-band LL and 

L-L, leading to (LL1, LH1, HL1, HH1) and (L-L1, L-H1, H-

L1, H-H1), respectively. 

Apply the DWT to both the images again on LL1 an L-L1, 

leading to (LL2, LH2, HL2, HH2) and (L-L2, L-H2, H-L2, H-

H2), respectively. 

Embed the watermark image considering the LL sub-band 

of the DWT using the formula LL 
 0.01 × L_L 

Apply the IDWT (Inverse Discrete Wavelet Transform) 

using the new sub-band values to obtain the watermarked 

image. 

Once the watermark is inserted, it is considered as the 

system's output, transmitted to the receiver through the 

transmission channel, in order to extract the watermark as in 

the previous process. 

 

The same process is applied to extract the watermark. 

 

B. Receiver presentation  

In this part, the watermark is extracted following the same 

process as in the insertion method: 

Decompose the watermarked image into four levels (a, b, c, 

d). These levels represent the frequency districts, with d being 

the low frequency and c, b and a being the high frequencies. 

Apply the DWT to the watermarked image on the sub-band 

a leading to (aa, bb, cc, dd), then again on aa leading to (aaa, 

bbb, ccc, ddd) 

Extract the watermark using the formula 
I	–	<<$.$� . 

This process is called a non-blind watermark extraction, for 

it requires that the host image is part of the receiver's entries, 

as shown in Fig.1. 

 

Once the watermark is well extracted, it is then decrypted 

at the level of two observers to obtain the original image. 

Two discrete delayed step-by-step observers are designed. 

The fractional-order step-by-step observer perfectly recovers 

the states and the encrypted image [7], [8]. The integer-order 

discrete step-by-step observer reconstructs the key in order to 

decrypt the said image. 

 

Quite a few results of the observability matching condition 

and left invertibility property for using delayed discrete 

observer are provided in [13]. The step-by-step method starts 

by applying one step delay on the output to recover the first 

starting system state. The second step is to apply two steps 

delay on the output to recover the second state. The delays are 

applied on all the system states until the last information 

containing the system's input. Each recovered state in k 

contributes to the recovery of the state in k � 1 as given in 

[7], [8]. 

 

1) Fractional-order step-by-step observer: State 

reconstruction:  

- Reconstruction of state x�K �k�: M�N�O� 	
 M�$�k� 
From the second equation of System (1), and by applying 

one step delay, we deduce the state x��N�k� 	
 x��$�k�	 as 

follows: M�$�O � 1� 
 	 M1K�O � 1� 
 P�O� � �?� � 1�P�O � 1� � Q��P�O � 1��						 
With Q� 
 �∑ R�SM��O � T�US#� , then: 

Q��M�$�O � 1�� 
 �5R�SM�$�O � T � 1�U
S#�

 

- Reconstruction of state	x�N�k�: 
 

By applying two steps delay to the first equation of System 

(12), we obtain: 

 M�$�O � 2� 
 	 M3K �O � 2�

 	 W � M10N�O � 1� � yX2�O � 2� 
 �?1 � 1�M10N �O � 2� 
 Q1�M10N �O � 2��Y  

 

(14) 

 

With Q� 
 �∑ R�SM��O � T�US#� , then: 

Q��M�$�O � 2�� 
 �5R�SM�$�O � T � 2�U
S#�

 

Where the state x�K �k� is given in (13). 

Reconstruction of the message mK D�k�	: ZDN�O� 	
 ZD$�k� 

(13) 
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From the equation of System (12): 

 ZD$�O � 3� 
 	ZcN�O � 3� 
 MK3�O� 2�� M2N�O� 3�� �?3 � 1�MK3�O� 3� � Q3�MK3�O � 3��		 
                                                                                                       (15) 

β� 
 �5C�!x��k � j�<
!#�

, then: 
β��M30�O � 3�� 
 �5C�!x�$�k � j � 3�<

!#�
 

Where the state x�$�k� is given in (14). 

At this point, the cipher image is recovered. Its decryption 

is done at the level of the second observer (integer-order), 

where the key is to be reconstructed. 

2) Integer-order discrete step-by-step observer: To 

reconstruct all the states of System (1), the same 

observer chosen previously is used: 

- Reconstruction of state x��N�k�: x��N�k� 
 x��$�k� 
From the second equation of System (12), and by applying 

one step delay, we deduce the state x�K �k� 
 x�$�k� as 

follows:  M��N �O � 1� 
 P�O� (16) 

Reconstruction of state	x��N �k�: x��N �k� 
 x��$�k� 
From System (2): 

M��N �O� 
 	W � M��N �O 
 1� � M��N ��O�Y  

M��$ 
 M��N �O� 
By applying two steps delay to the first equation of System 

(1), we deduce the state x��N �k�	as follows:  

M��N �O � 2� 
 	 _0`�a�0`b�a0��c                         (17) 

Finally, the message (original image) is recovered by 

applying the decryption function, as represented in Fig.1. 

III. SIMULATION RESULTS 

In this section, some simulation results of the proposed image 

cryptosystem are given. First, the simulation results on the 

synchronization of the integer-order and fractional-order 

chaotic systems in the transmitter and their respective 

observers in the receiver are presented. Then, the simulation 

results on the watermarking scheme are illustrated. 

A. Simulation results on the synchronization 

1) Integer-order discrete-time chaotic system: In the 

following, we present the simulation results for the 

synchronization of the integer-order discrete-time 

chaotic system (1) and its observer given by the 

equations (16) and (17). The original image to 

encrypt is the standard Peppers test image of size 256	 × 	256 pixels, and the host image is the 

standard Lena test image of size 512	 × 512.  

 

As shown below, fig.4 illustrates the phase plane of x��versus		xK��	and		x��versus x��N . The reconstruction of these 

states is done step by step and is perfect.  

 

2) Fractional-order discrete-time chaotic system: In the 

following, we present the simulation results for the 

synchronization of the fractional-order discrete-time 

chaotic system (11) and its observer given by (13), 

(14) and (15). The original image to encrypt is the 

standard Peppers test image of size 256	 × 	256 

pixels, and the host image is the standard Lena test 

image of size 512	 × 	512  .  

 

As shown below, fig.5 illustrates the phase plane of the 

message mDversus mDN . The reconstruction of these states is 

done step by step and is perfect.  

 

The straight lines displayed on fig.4 and fig.5 confirm that 

the synchronization is well established. 

 

 

 

Fig.4: Phase plane of x��versus xX��, 	x��versus x��N    

 

Fig.5: Phase plane of mD versus mDN  
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B. Simulation results on the watermarking scheme 

Fig.(6.a) and Fig.(6.b) show the original image and its 

corresponding histogram. Fig.7 shows the encrypted Peppers 

image and its corresponding histogram. Fig.8 shows the host 

image, the encrypted watermark and the watermarked image. 

Fig.9 shows the extracted watermark and Fig.10 the decrypted 

Peppers image and its corresponding histogram. Comparing 

Fig (6.a) and (6.b) to Fig (10.a) and (10.b), the distribution of 

histograms for the decrypted watermark Peppers image 

presented in Fig.(10.a) is approximately the same as the 

original Peppers image presented in Fig (6.a). 

These results indicate that the watermarked image is secure 

with this encryption scheme and the original image 

(watermark) is recovered perfectly using our encryption 

scheme. 

 

                     (6.a)                                            (6.b) 

Fig.6: Original Peppers image and its corresponding histogram. 

 

                      (7.a)                                         (7.b) 

Fig.7: Encrypted Peppers image and its corresponding histogram. 

 

              (8.a)                                  (8.b)                                (8.c) 

Fig.8: Host image, encrypted watermark and watermarked image. 

 

Fig.9: Extracted watermark. 

 

  (10.a)                                                    (10.b) 

Fig.10: Decrypted Peppers image and its corresponding histogram. 

IV.  ANALYSIS OF THE PROPOSED TRANSMISSION SCHEME 

In this section, the robustness of the proposed transmission 

scheme is tested. To do this, some analysis is presented: 

Statistical Analysis [7]: Adjacent pixels with high 

correlation are one of the intrinsic characteristics of digital 

images without compression. To test the correlation between 

the gray scale values of two adjacent pixels, the correlation 

coefficient in each direction is calculated by: 

efg�M, P� 
 hi∑ �jk0j̅��`k0 m̀�iknh
o�hi∑ �jk0j̅�b��hi∑ �`k0 m̀�b�iknhiknh

 

Where M̅ 
 �p∑ �Mq�pq#� , Pm 
 �p∑ �Pq�, �pq#� Mq , Pq� represents the ist pair of adjacent pixels in the same direction, N is the total 

number of pixels pairs.  

TABLE.1: CORRELATION COEFFICIENTS IN THE ORIGINAL AND ENCRYPTED 

IMAGES. 

 Original Image Encrypted Image 

Horizontal 0.9549 0.0336 

Vertical 0.9671 -0.0208 

Diagonal 0.9116 -0.0117 

The results of the correlation coefficients are presented in 

Table I, which are far apart. Therefore, the proposed 

algorithm has high security against statistical attacks. 

 

Fig.11: Correlations of two horizontal adjacent pixels in the original image 
and encrypted image. 

Fig.11 shows the correlation distribution of two 

horizontally adjacent pixels in the plain image and that in the 

encrypted image. 

V.  CONCLUSION 

In this paper, we have proposed a novel robust image DWT 

domain watermarking scheme using two chaotic discrete-time 

(18) 
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systems: Integer-order discrete-time chaotic system and 

Fractional-order discrete-time chaotic system. First, the 

message (Peppers image) was encrypted, at the encryption 

function level, using states of an integer-order discrete-time 

modified-Hénon chaotic map. The encrypted Peppers image 

was then inserted, by inclusion method in the Fractional-order 

discrete-time modified-Hénon chaotic system's dynamics. The 

resulting chaotic image is watermarked in a host image (Lena 

image) by single-level 2-D wavelet decomposition (DWT 

algorithm). After the extraction process, the encrypted 

watermark is then decrypted at the level of two observers to 

obtain the original image. 

 The application of the proposed scheme for the 

transmission of an image has given good results for the 

recovery of the watermark. This is illustrated by the 

simulation results given in the previous section. The 

watermark has been well recovered at the receiver level, 

which highlights the robustness of this scheme. The 

robustness of this scheme and the security of the watermark 

are the primary focus of this research, which explains that its 

main contribution is geared towards fractional and integer 

order chaotic systems combined with watermarking. The 

proposed scheme can be improved by taking into account the 

transmission channel's noise and using only a single channel. 

The robustness can be improved by designing an optimal 

protocol for real-time key transmission, and analyze the 

different robustness methods. We can also plan the 

experimental design of the proposed transmission scheme 

using microcontroller circuits’ devices. 
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Abstract—In this paper, an improved version of the Particle
Swarm Optimization (PSO) algorithm is proposed for the design
of two-dimensional digital Infinite Impulse Response (2D-IIR)
filters. The proposed algorithm, called Cooperation- Hierarchiza-
tion based PSO (CHPSO), introduces a new strategy based on
cooperation and hierarchization concepts for the updating of the
best positions of particles in order to improve the convergence
of the PSO algorithm. Experimental results demonstrate that
the proposed CHPSO gives better performance as compared to
two others variants of PSO and to tree popular evolutionary
optimization algorithms.

Index Terms—Two-dimensional IIR filter, Particle swarm op-
timization, Cooperation-Hierarchization concepts, Evolutionary
optimization techniques.

I. INTRODUCTION

Two-dimensional (2D) filters are widely used in image
processing [1], medical imaging [2], face recognition [3]. In
digital image processing, the main function of a filter is to
remove unwanted parts of an image, such as random noise, or
to extract useful parts of the image, such as the components
lying within a certain frequency range.
Digital filters are broadly classified into two main categories
namely, finite impulse response (FIR) filters and infinite im-
pulse response (IIR) filters [4]. A zero-phase 2D-IIR filter is a
special case of a linear phase 2D-IIR filter in which the phase
slope is zero. Noting that, the zero-phase 2D-IIR filter is not
causal and cannot be used in on-line applications. However, the
zero-phase 2D-IIR filter has some advantages: It needs fewer
arithmetical operations and has smaller memory usage than the
linear phase 2D-IIR filters and in many off-line applications,
where the signal to filter is stored as files on a computer.
Moreover, causality is not a requirement and zero-phase 2D-
IIR filters are usually preferred to linear phase 2D-IIR filters
[5].

Design of a digital IIR filter consists in determining the
coefficients of a stable and realizable function transfer from
the prescribed specifications. It can be formulated as an op-
timization problem with nonlinear and multi-modal objective
function with respect to the filter coefficients [6]. The most
popular design methods, which may result in an unstable filter,
are based either on an appropriate transformation of 1D-IIR
filters [7], spectral or frequencial transformation of a low-Passe
1D-IIR filter prototype [8], [9] or on standard optimization

optimization techniques like Gradient based algorithms [10].
Modern heuristic methods have also been employed for 2D-
IIR filter design problems, such as Genetic Algorithm (GA)
[11], Differential Evolution (DE) [12], Bees Algorithm (BEA)
[13], Bacteria Foraging Optimization (BFO) [14], Simulated
Annealing (SA) [15], Particle Swarm Optimization (PSO) [5]
and Quantum PSO (QPSO) [16]. These techniques were able
to find out better solutions than those previously mentioned.

Particle swarm optimization (PSO) is a population based
evolutionary algorithm which mimic biological mechanisms,
like bird flocking or fish schooling [17]. The key attraction
of PSO is its simplicity in concept, ease to implement and its
speed converges towards a high quality of solution. Although
the PSO algorithm has advantage in solving global opti-
mization problem compared to other evolutionary algorithms,
it suffers from some limitations related to the premature
convergence and stagnation problem. Several modifications of
the basic PSO algorithm involving different strategies have
been proposed in the literature and applied to 2D-IIR filter
design [6], [18], [19]. More recently, we have proposed in [20]
an improved version of PSO, so called CHPSO, that introduces
a new strategy for updating personal best position of each
particle. The idea behind this strategy is to allow a particle to
use the positions experienced by its congeners as its own best
position.

In the present paper, we propose to use CHPSO for 2D-IIR
filter design problem.

The rest of this paper is organized as follows. The digital
2D-IIR filter design problem is outlined in section II. Section
III give an overview of the proposed CHPSO algorithm for
digital 2D-IIR filter design. Simulations results are presented
section IV.

II. IIR FILTER DESIGN PROBLEM

A Two-dimensional digital IIR filter is described by the
following input-output relationship :

y(n1, n2) =−
L1∑
i=1

L2∑
j=1

a(i, j)y(n1 − i, n2 − j)+

L1∑
i=0

L2∑
j=0

b(i, j)x(n1 − i, n2 − j)

(1)
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where x(n1, n2) and y(n1, n2) are the filter’s input and
output, respectively. The sequences a(i, j) and b(i, j) (i =
0, 1, 2, . . . , L1 and j = 0, 1, 2, . . . , L2) are the matrices of
the filter coefficients.
The transfer function for the zero-phase 2D-IIR filter with
taking assumption that b00 = 1 is expressed as: :

H(z1, z2) = H0

∑L
i=0

∑L
j=0 bijz

i
1z

j
2∏K

k=1 (1 + qkz1 + rkz2 + skz1z2)
(2)

where bij , qk, rk and sk are the coefficients of the filter,
L and K are the orders of the numerator and denominator,
respectively, with K ≤ L, H0 is a constant. z1 = ejω1 ,
z2 = ejω2 and ω1, ω2 ∈ [−π, π].
The design task of the zero-phase 2D-IIR filter is to determine
the values of the coefficients a(i, j), b(i, j), qk, rk and sk of
a stable and realizable transfer function H(z1, z2), such that
the magnitude function |H(ω1, ω2)| approximates as close as
possible to the desired amplitude response D(ω1, ω2). This,
can be formulated as an optimization problem of the cost
function J(α), stated as follows:

α∗ = argminJ(α) (3)

where α = [H0, bij , qk, rk, sk] denotes the filter coefficient
vector.
The cost function J(α) can be expressed as an error function
between the magnitude response |H(ω1, ω2)| and the desired
response magnitude D(ω1, ω2) at (N1 ×N2) points:

J(α) =

N1∑
i=0

N2∑
j=0

[|H(ω1, ω2)| −D(ω1, ω2)]
p (4)

where p is an even positive integer (usually p = 2 or 4),
H(ω1, ω2) = H(z1, z2) with z1 = ejω1 and z2 = ejω2 .
ω1 = i(π/N1) and ω2 = j(π/N2) in [−π, π] are the digital
frequencies.
Equation (4) can be expressed as:

J(α) =

N1∑
i=0

N2∑
j=0

[∣∣∣∣H (
iπ

N1
,
jπ

N2

)∣∣∣∣−D

(
iπ

N1
,
jπ

N2

)]γ
(5)

In addition, to ensure the stability of the designed 2D-IIR
filter, stability conditions are integrated in the objective func-
tion. Since the denominator of the transfer function H(z1, z2)
of zero-phase 2D-IIR digital filter contains only first degree
factors, we can assert the stability conditions, following [5],
[11], [21]

|qk + rk| − 1 < sk < |qk − rk| k = 1, 2, ..,K (6)

Hence, the design of 2-D recursive filters is a constrained
minimization problem. The aim is to Minimize J(α) (5)
subject to the constraints imposed in (6).This optimization
problem has been tackled using GA in [11], DE in [12] and
using BEA in [13]. Related work can be found in [6].

III. THE PROPOSED CHPSO ALGORITHM

CHPSO algorithm starts with a population of M parti-
cles characterized principally by their positions αp, (p =
1, 2, 3, . . . ,M) in Q dimension search space which correspond
to the candidate solutions of an optimization problem. In the
case of 2D-IIR filter design, each particle is a set of Q =
(L+1)2 +3K filter coefficients αp = [H0, bij , qk, rk, sk].
The quality of each particle is evaluated by the error function
(fitness) J(αk) Eq. (5). At time t, each particle k moves
in the search space with a velocity vp(t). The velocity and
the position of the pth particle are updated in each iteration
according to its previous position αp(t), its own best position
βp(t) found so far and the global best position α∗(t) found
by all particles, such that:

vp(t+ 1) = wvp(t) + c1φ1 (βp(t)− αp(t))+

c2φ2 (α
∗(t)− αp(t))

(7)

αp(t+ 1) = αp(t) + vp(t+ 1) (8)

Acceleration coefficients c1 and c2 are the two factors which
control the influence of the attraction exerted by the best
personal experience βp of each particle and by the attraction
of the global best position α∗, respectively. φ1 and φ2 are
two uniformly distributed random numbers, independently
generated within [0, 1]. The inertia weight ω controls how
much the particles tend to follow their current direction α(t)
compared to the memorized positions βp(t) and α∗(t).

Unlike PSO as well as all most of its variants, in CHPSO a
new strategy for updating the personal best position βp(t+1)
of each particle p is adopted in order to improve the conver-
gence speed and the robustness of PSO.
Indeed, in PSO, the new personal best position βp(t + 1) of
each particle p at the next time step, t + 1, is updated by
comparing its new position αp(t + 1) and its previous own
best position βp(t):

βp(t+1) =

{
αp(t+ 1) if J(αp(t+ 1)) < J(βp(t))
βp(t) else (9)

The global best position, α∗(t + 1) , at time step t + 1, is
updated as follows:

α∗(t+ 1) =

{
βp∗(t+ 1) if J(βp∗(t+ 1)) < J(α∗(t))
αp(t) else

(10)
where p∗ = argminp=1,...,M [J(βp(t+ 1))].
While, in CHPSO algorithm, the personal best position update
of a particle is done by taking into account all old personal
best positions and all new positions of all particles. The idea
behind this strategy is to allow a particle to use the positions
experienced by its congeners as its own best position.
This procedure can be summarized by the following three
steps:

Step I: We gather into a vector Y = [y1, y2, ..., y2M ]
T

of size (2M ) all personal best positions βp(t) (p =
1, 2, 3, ..., M) of all particles, at the time step t, and the
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new positions αp(t+1) (p = 1, 2, 3, ..., M) of all particles
generated at the next time step t+ 1:

Y = [β1(t), β2(t), ..., βM (t), α1(t+ 1),

α2(t+ 1), . . . , αM (t+ 1)]
T (11)

The pth element of this vector is:

yp =

{
βp(t) if k ≤ M
αp−M (t+ 1) if p > M

, p = 1, 2, . . . , 2M

(12)
Step II: The 2M elements of the vector Y (t + 1) are

arranged in ascending order according to their fitness leading
to the following vector:

Y =
[
y(1), y(2), ..., y(2M)

]T
(13)

Step III: The M new personal best positions of the
particles are finally chosen as the M first ordered elements
of Y :

βp(t+ 1) = y(k), p = 1, 2, ..., M (14)

Finally, the global best position α∗(t+ 1), at time step t+ 1,
is updated simply from the personal best position of the more
experienced particle, i.e., the first particle in the population:

α∗(t+ 1) =

{
β1(t+ 1) if J(β1(t+ 1)) < J(α∗(t))
α∗(t) else

(15)
In this updating strategy of personal best positions, the
first particle memorizes the first best position found by all
particles, the second particle memorizes the second best
position found by all particles and so on until the last particle
which stores the M th best position found by all particles.
This means that the particles cooperate with each other by
exchanging their experiences, because a particle can consider
a position occupied by one of its congeners as its own best
experience, and that the positions experienced by a particle
can serve as personal best experiences to other particles.
Moreover, the particles are hierarchized according to their
personal best experiences that have been transmitted to them,
since a particle receives from its congeners one position
to memorize according to the rank that it occupies in the
population.

As CHPSO acts on the cognitive component of PSO, we
apply the concept of time-varying acceleration coefficients
[22]. Moreover, unlike the basic PSO algorithm, the random
numbers φ1 and φ2 that determine the weight between the
cognitive attraction and social attraction are dependently gen-
erated as φ2 = 1− φ1.

IV. SIMULATION RESULTS AND DISCUSSION

In this section, we evaluate the performance of our pre-
sented CHPSO approach and demonstrate its effectiveness for
2D-IIR filter design. The results achieved by CHPSO are
compared to those obtained by two improved versions of
PSO, namely adaptive inertia Weight PSO (WPSO) [5] and
Quantum-behaved PSO (QPSO) [16] and three other popular

Start

Initialization (t = 0)
• Randomly generate a population of M particles (αk)
• Evaluate the error function J(αk) of each particle ((5))
• Initialise the best personnel postion βk = αk of each particle k
• Find the global best position α∗ of all particles.

t = t + 1

Update the velocity vk of each particle k (7)

Update the position αk of each particle k (8)

If filter is
stable ?

Evaluate the error function J(αk) of each particle k (5)

Update the best personnel position βk

• PSO: (9)
• CHPSO: (12), (13) and (14)

Update the global best position α∗

• PSO: (10)
• CHPSO: (15)

if t < T

End: Optimal solution α∗

Yes

No

Yes

No

Fig. 1. Flowchart of standard PSO and the CHPSO algorithms for 2D-IIR
filter design

evolutionary methods including Genetic algorithm (GA) [11],
Differential evolution (DE) [12] and Bee Algorithm (BEA)
[13]. The parameter of each algorithm are given in Table IV.
For a fair comparison, the size of population M = 50 and the
total number of iterations Tmax = 1000 are the same for all
algorithms.

TABLE I
CONTROL PARAMETERS OF THE ALGORITHMS USED IN THE SIMULATIONS

Algorithm Parameters Source

CHPSO cmin=0.2; cmax=1.2; w=0.7298 –
WPSO c1 = c2=2.05; wmax=1; wmin=0.4 [5]
QPSO αmin=0.5; αmax=1 [16]
DE Cr=0.3; Cf=0.5 [12]
GA Crossover rate=1; Crossover: Two-point

crossover; Mutation rate= 0.01; Mutation:
Roulette; Selection probability=1/3.

[11]

BEA Limite=40; a=0.9; b=0.1 [13]
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A. Performance metrics

The value of the best fitness J(α∗) corresponding to the
best solution is used as comparative criterion. Of course, the
smaller the fitness value, the better the algorithm is. Moreover,
the Error of frequency response in Pass-band and Stop-band
and Maximum Pass-band magnitude ripple are also used to
evaluate the quality of the designed filter.

1) Error of frequency response in Pass-band:

EPB(ω1, ω2) = |H(ω1, jω2)−D(ω1, jω2)|,ω1,ω2∈[0,ωp]

2) Error of frequency response in Stop-band:

ESB(ω1, ω2) = |H(ω1, jω2)−D(ω1, jω2)|,ω1,ω2∈[ωs,π]

3) Maximum Pass-band magnitude ripple:

MRPB(ω1, ω2) = |H(ω1, jω2)|,ω1,ω2∈[0,ωp]
− 1

where ωp and ωs are the Pass-band and Stop-band frequencies,
respectively. Note that, the best designed filter must have the
smallest error in Pass-band EPB , the lowest maximum Pass-
band ripple MRPB to avoid the distortion of the produced
output signal and the minimum error value in Stop-band ESB

in order to ensure the maximum attenuation of the unwanted
frequencies components. Additional results are presented in
order to investigate the convergence speed of each algorithm.

B. Experimental results

Let us consider a low-ass filter with a small area of pass-
ability as an example of the design problem [11], [13], [14],
[16]. The user-specification for the desired circular symmetric
low-Pass filter response is given as:

D(ω1, ω2) =


1,

√
ω2
1 + ω2

2 ⩽ ωp,

0.5, ωp <
√

ω2
1 + ω2

2 ⩽ ωs,

0, otherwise.

(16)

For this example, the Pass-band and Stop-band frequencies
are set to ωp = 0.08π and ωs = 0.12π, respectively. Without

Fig. 2. Desired amplitude response of the 2D filter.

loss of generality let us assume L = 2, K = 2, the transfer
function H(z1, z2) of the 2D-IIR filter is given by:

H(z1, z2) = H0

∑2
i=0

∑2
j=0 bijz

i
1z

j
2∏2

k=1 (1 + qkz1 + rkz2 + skz1z2)
(17)

Of course, the transfer function in (17) can be restated as:

H(z1, z2) = H0
Num(z1, z2)

Den(z1, z2)
, (18)

with,

Num(z1, z2) = b00 + b01z2 + b02z
2
2 + b10z1 + b20z

2
1+

b11z1z2 + b12z
1
1z

2
2 + b21z

2
1z

1
2 + b22z

2
1z

2
2 .

Den(z1, z2) = (1 + q1z1 + r1z2 + s1z1z2)×
(1 + q2z1 + r2z2 + s2z1z2) .

The solution vector α = [H0, b00, b01, b02, b10, b20, b11, b12,-
b21, b22, q1, r1, s1, q2, r2, s2]

T regroups the coefficients of the
designed 2D-IIR filter. Choosing the values γ = 2, N1 = 50
and N2 = 50, 2D-IIR filter design problem is stated by the
following constrained minimization problem,
Minimize :

J(α) =

50∑
i=0

50∑
j=0

[∣∣∣∣H (
iπ

50
,
jπ

50

)∣∣∣∣−D

(
iπ

50
,
jπ

50

)]2
(19)

subject to the stability constraints (20) derived from (6).

−(1 + sk) < (qk + rk) < (1 + sk),
−(1− sk) < (qk + rk) < (1− sk),
(1 + sk) > 0,
(1− sk) > 0.

(20)

C. Analysis of magnitude responses

As the evolutionary algorithms are of stochastic type, they
are run 20 times. Table II reports the best, the mean and the
standard deviation of the fitness values over 20 runs achieved
by each competitor algorithm. The best results among different
methods are highlighted in bold. We can see that CHPSO
gives the best results both in terms of accuracy and robustness.
Indeed, the best and the mean fitness of CHPSO is always the
smallest.

TABLE II
STATISTICAL RESULTS OF FITNESS FOR 2nd ORDER LOW-PASS 2D-IIR

FILTERS

Algorithm CHPSO WPSO QPSO DE AG BEA
Best 3.4466 4.0297 5.0953 3.8488 5.2730 4.9376
Mean 4.0370 5.2159 7.3895 4.2596 6.0820 5.6541
Std 0.5268 0.7533 1.8283 0.2919 0.4960 0.5075

Figure 3 shows the plots of the normalized gains H(ω)
computed with the coefficients corresponding to the best
solution obtained by each competitor algorithm.

In Tables III, the smallest (Best), mean (Mean) and stan-
dard deviation (Std) of Maximum Pass-band ripple MRPB

are listed for all algorithms, which clearly reveal that the
Best/Mean solutions achieved by CHPSO algorithm are best
for all runs.
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(a) CHPSO (b) WPSO (c) QPSO

(d) DE (e) GA (f) BEA

Fig. 3. Normalized gain pots of 2nd order Low-Pass 2D-IIR filter.

TABLE III
STATISTICAL ANALYSIS OF MAXIMUM PASS-BAND MAGNITUDE RIPPLE

OF THE DESIGNED 2D-IIR FILTERS

Algorithm CHPSO WPSO QPSO DE AG BEA
Max 17.453 19.999 23.843 18.604 20.306 19.276
Mean 16.280 17.920 19.834 16.317 18.799 18.221
Std 0.7162 1.0178 2.0306 1.4314 0.8795 0.7036

Tables IV and V reports the best, the mean and the standard
deviation of frequency response error in Pass-band (EPB) and
Stop-band (ESB) respectively, of the designed 2D-IIR filters
by each competitor algorithm. Basing on results of Table V,
it can be easily verified that the designed 2D-IIR filter using
CHPSO has the best statistical values in terms of EPB and
ESB .

TABLE IV
STATISTICAL ANALYSIS OF FREQUENCY RESPONSE ERROR IN PASS-BAND

OF THE DESIGNED 2D-IIR FILTERS

Algorithm CHPSO WPSO QPSO DE AG BEA
Max 7.9588 10.739 13.843 9.2906 10.306 9.5436
Mean 7.0357 8.3301 10.040 7.1712 9.0059 8.3506
Std 0.5586 0.9542 2.0094 0.9814 0.7710 0.6830

The standard deviation obtained by the proposed CHPSO is
slightly larger than the values provided by the DE algorithm
in term of ESB and than BEA algorithm in term of MRPB .

D. Convergence speed

Figure 4 shows how the mean fitness varies with the
iteration number. At each iteration, the fitness obtained by the

TABLE V
STATISTICAL ANALYSIS OF FREQUENCY RESPONSE ERROR IN STOP-BAND

OF THE DESIGNED 2D-IIR FILTERS

Algorithm CHPSO WPSO QPSO DE AG BEA
Max 12.315 18.224 26.611 15.004 21.581 27.002
Mean 21.348 29.072 39.717 22.712 30.735 35.536
Std 06.510 07.244 10.030 03.577 04.622 07.320

CHPSO is much lower than those obtained by the other algo-
rithms. Moreover, the fitness curve decreases faster in the case
of CHPSO comparatively to all other algorithms. Therefore,
the iteration number necessary to ensure the convergence of
CHPSO is lower than those of other algorithms.

In order to quantify the computational effort required by the
proposed algorithm, the average execution time consumed by
each algorithm overs 20 runs is recorded in Table VI.

TABLE VI
COMPUTATIONAL TIME VALUES (in seconds S) CONSUMED BY EACH

ALGORITHM

Algorithm CHPSO WPSO QPSO DE AG BEA

AET 1888.5 1900.7 1879.6 1888.1 1787.5 22026.

The average execution time value (AET) of the compu-
tational time consumed by CHPSO and all PSO’s variants
overs 20 runs are almost similar. This shows that the proposed
updating rule of personal best position of particles does not
affect the time execution.
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(a) Fitness function (b) Convergence profiles

Fig. 4. Fitness and convergence profiles obtained by all competitor algorithms.

V. CONCLUSION

In this paper, an improved version of PSO algorithm is
used for the 2D-IIR filter design. This improved version of
PSO stands out from the other existing variants by the way
of updating the personal best position of the particles. It
introduces a novel concept of cooperation between particles
and that of their hierarchization according to their personal
best positions.

Experiments on the design of 2nd order Low-Pass 2D-IIR
filters reveal the efficiency of the proposed CHPSO algorithm
in terms of accuracy, robustness and convergence speed,
compared to two PSO’s variants and tree popular evolutionary
optimization methods.
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Abstract—This paper presents a secure video transmission
scheme based on synchronisation of discrete-time chaotic systems.
The transmitter is made up of two discrete-time chaotic systems:
the logistic and modified-Henon maps. The logistic map is used
to encrypt the original video signal, increasing the transmission
scheme robustness. The modified-Henon system’s dynamics are
modified to include the encrypted message obtained. A dead-
beat observer is used as the receiver. The video message can be
recovered at the receiver end once synchronisation between the
transmitter and receiver has been established. In order to prove the
effectiveness of the proposed method, several tests were presented
and different analysis are given to illustrate the security of the
proposed scheme.

Index Terms—Video encryption, Chaotic systems, Synchroni-
sation, Cryptography, Secure communication, Video processing,
Dead-beat observer.

I. INTRODUCTION

Security and confidentiality are becoming a real challenge
and a major research topic as information and communication
technologies advance. One of the options being considered is
encryption, which is a good way to share information in a
secure manner by encrypting data on the emitter and decrypting
it at the receiver [1]. Digital communication techniques based
on chaotic systems have been the subject of intensive research
since Pecora and Carroll pioneering work in the field of chaos
synchronisation in 1991 [2].

Researchers are increasingly interested in the application
of chaos theory and data encryption [3]. Chaotic systems,
in fact, have unique and advantageous properties, such as a
high sensitivity to initial conditions and system parameters, a
seemingly random evolution, a high level of security, and ease
of implementation. In light of these benefits, this work focuses

on a secure video encryption system based on chaotic system
synchronisation [4], [5].

Synchronisation of chaos is a phenomenon that may occur
when two chaotic systems are coupled. Because of the expo-
nential divergence of the nearby trajectories of chaotic systems,
having two chaotic systems evolving in synchrony might appear
surprising [6]. However, synchronisation of coupled or driven
chaotic oscillators is a phenomenon well established experimen-
tally and reasonably well-understood theoretically. The synchro-
nisation of chaos is a rich phenomenon and a multi-disciplinary
subject with a broad range of applications [7].

Since the work of Nijmeijer and Mareels, the synchronisation
can be considered as a state estimation problem where the slave
system is designed based on a state observer for the master
system [8].

Chaos theory has been extensively studied as a new tool
for designing digital ciphers, particularly to develop image
encryption algorithms [9], [10]. Many discrete chaotic maps
are simple, and the well-known chaos theory allows for
practical approaches to image encryption [11]. The success and
failure of chaos-based encryption schemes have yielded some
valuable lessons and experiences that can be applied to future
research on chaos-based multimedia encryption [12]. At this
time, chaos theory appears to be promising for video encryption.

In this paper, a data transmission scheme based on discrete-
time chaotic systems is proposed. The transmitter, is made
up of two discrete-time chaotic systems, namely the Logistic
and modified-Henon chaotic systems. The original video
signal is encrypted using the Logistic map, which increases
the transmission scheme robustness. The dynamics of the
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modified-Henon system are used to include the encrypted
message obtained. The receiver is a step by step delayed
observer (dead-beat observer). Once the transmitter and receiver
are synchronised, the video (message) can be recovered at the
receiver side.

The advantage of separating the encryption and
synchronisation tasks in order to design an amplitude
independent scheme based on nonlinear chaotic systems was
addressed in [13]. The proposed communication scheme is
robust to channel noise and other disturbances, as demonstrated
by the results in [13]. The exact synchronisation [14] method
is used in this paper. The true state is recovered from a finite
ring of delayed inputs and delayed outputs. This technique has
many advantages, and it has demonstrated great efficiency in
chaos communication applications.

This work is organised as follows. In Section 2, we present
the proposed secure transmission scheme. In Section 3,
simulation examples are given to show the good reconstruction
of both state and video in a secure communication system.
Finally, the paper ends with conclusion.

II. THE PROPOSED SECURE TRANSMISSION SCHEME

In this section, we present the proposed secure transmission
scheme based on discrete-time chaotic system. The synoptic bloc
diagram of the proposed video encryption/decryption scheme is
displayed in Fig. 1. The complete procedure of the encryption-
decryption algorithm is presented below.

Fig. 1. Scheme of the proposed chaotic video encryption-decryption.

A. Original Video
Video files are made up of series of image frames, by a

2D array of pixels. Not only between adjacent pixels in each
frame, but also between successive frames, video files have a
high degree of correlation.

B. The Transmitter

The transmitter is composed of two different discrete-time
systems: the Logistic map and the modified-Henon map.
The logistic map is a polynomial mapping that is frequently
cited as an archetypal example of complex, chaotic behaviour
can emerge from very simple nonlinear dynamical equation.
The map was popularised in 1976 by biologist Robert May
[15], in part as a discrete-time demographic model analogous
by Pierre Franois Verhulst logistic equation [16]. The logistic
map is written mathematically as follows:

z(k + 1) = rz(k) (1− z(k)) (1)

The parameter r = 3.62 and the initial condition z(0) = 0.5.
Under the condition 3.56994 < r ≤ 4, the researcher proves that
the system is in a chaotic state. However, for almost all initial
values of z(0), r beyond 4 causes the value of z(k) to leave
the interval [0, 1] and to diverge. z(k) will behave differently
depending on the value of r, as shown in Fig. 2.

2 2.2 2.4 2.6 2.8 3 3.2 3.4 3.6 3.8 4
r

0

0.2

0.4

0.6

0.8

1

z
(k

)

Fig. 2. Bifurcation diagram of the logistic map.

The modified-Henon system is selected. The state model of
this system is presented as follows [17]:

x1(k + 1) = a− x2
2(k)− bx3(k)

x2(k + 1) = x1(k)
x3(k + 1) = x2(k)
y(k) = x2(k)

(2)

Where x = [x1 x2 x3]
T ∈ R3 is the state vector and y(k) is the

output.
The chaotic behaviour of system (2) is exhibited for a = 1.6
and b = 0.1 and the initial conditions chosen inside the basin of
attraction are: x1(0) = 0.1, x2(0) = −0.1, x3(0) = 0.1.
The phase portrait of the states x1(k) vs x3(k) is presented in
Fig. 3 and the states response in Fig. 4. The simulation results
illustrate the chaotic behaviour of System (2).
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Fig. 3. Phase portrait of the states x1(k) vs x3(k) of the modified-Henon map.
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Fig. 4. State responses of the modified-Henon system.

C. The Encryption Algorithm

The original video (message) to send is encrypted in several
steps to increase transmission security. The various treatments
applied to the original message before sending it on the public
channel are described below.

Step 1: We represent the original video frame by matrix
AM×N×3 for grayscale, (M and N are the rows and columns
of the frame). Then, we arrange, by order, the frame pixels from
left to right and from top to bottom so as to form first a decimal
set A =

{
A1;A2; ...;Af

}
, with f is the total number of frames.

Step 2: We iterate a Logistic map for k = 1 : S, with
S = M × N × 3. We get, then, chaotic sequences z(k). Then
we apply chaotic confusion [18], where the process permutes a
video frame with a chaotic map. The process is as follows:
B(k) = Confusion(A, z(k)).
The latter is subsequently transformed on a binary set, C(k) =
de2bi(B(k)).
Step 3: Key generation [19]

Algorithm 1: Key D(k)

Initialisation:
P ← 3.628
K(1)← 0.632
for i = 1→ S − 1 do

K(i + 1) = cos (P ∗ arccos(K(i)))

K1 = abs (round(K(i) ∗ 255)) K2 = de2bi(K1)
K3 = circshift(K2, 1)
D(k) = K1 ⊕K3

Step 4: We apply a XOR function between the original
video frame C(k) and the encryption key D(k). The ciphered
set (encrypted video) is obtained as follows:

mc(k) = C(k)⊕D(k)

Step 5: We introduce the ciphered set mc(k) in the third
dynamic component of the modified-Henon system to preserve
the chaotic behaviour of (2).
Then, we have:

x1(k + 1) = a− x2
2(k)− bx3(k)

x2(k + 1) = x1(k)
x3(k + 1) = x2(k) + mc(k)
y(k) = x2(k)

(3)

D. The Receiver

In this subsection, based on the works [14], [20], a step-
by-step delayed observer is designed and used to resolve the
synchronisation problem, and to allow the reconstruction of the
states and the unknown input (message).
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The step-by-step delayed observer is given below.
From (3), we have:

x̂2(k) = y(k) (4)

Estimation of state x̂1(k)
From System (3) we have:

x̂2(k + 1) = x̂1(k)

Then, we apply one step delay, we can deduce that:

x̂1(k − 1) = y(k) (5)

Estimation of state x̂3(k)
From System (3) we have:

x̂3(k) =
a− x̂1(k + 1)− x̂2

2(k)

b

Then, we apply two step delay, we can deduce that:

x̂3(k − 2) =
a− y(k)− y2(k − 2)

b
(6)

The unknown input m̂c(k) of the system can be exactly recon-
structed as follows:

m̂c(k) = x̂3(k + 1)− x̂2(k)

By applying three steps delay, we deduce that:

m̂c(k − 3) =
a− y(k)− y2(k − 2)

b
− y(k − 3) (7)

Subsequently, the dead-beat observer equations are given by:
x̂1(k − 1) = y(k)

x̂3(k − 2) =
a− y(k)− y2(k − 2)

b

m̂c(k − 3) =
a− y(k)− y2(k − 2)

b
− y(k − 3)

(8)

E. The Decryption Algorithm:

Step 1: We apply a XOR function between the estimated
unknown input m̂c(k) and the key D(k). The decrypted set is
obtained as follows:

Z(k) = m̂c(k)⊕D(k)

The latter is subsequently transformed on a decimal set,
Y (k) = bi2de(Z(k)).
Step 2: Then we apply chaotic inverse confusion, in the
following process:
M = InverseConfusion(Y (k), z(k)).
Finally, the message (video) is recovered.

III. SIMULATION RESULTS

The proposed video encryption scheme is used to encrypt
video data. The input videos considered are test videos
consisting of 46 and 60 frames for the 1st and 2nd video,
respectively.
The simulation results of the synchronisation of system (3) and
its observer (8) are presented in Fig. 5. We see that the states
x1(k), x2(k), x3(k) are well reconstructed.

Some frames of the original, encrypted and decrypted video
are shown in Fig. 6. Their histograms are shown in Fig. 7. We
found that the histogram of the ciphered video has approximately
a uniform distribution and is completely different from that of
the original video, which is in turn exact with the recovered
video.

Fig. 5. State variables and their estimates.

For the second video, the original, encrypted and decrypted
video frame are shown in Fig. 9. The histograms are shown
in Fig. 10. We see that the histogram of the ciphered video
has approximately a uniform distribution and is completely
different from that of the original second video.
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Fig. 6. The original video frame (a), the encrypted video frame (b) and the
decrypted video frame (c) of first video.

Each pixel in an ordinary frame video is usually highly
correlated with its adjacent pixels in vertical, horizontal, or
diagonal directions, as determined by a correlation coefficient
value close to 1 [21].
The correlation coefficient was used to evaluate the correlations
between adjacent pixels of the original/encrypted video frame
in each direction in order to evaluate the encryption quality of
the proposed algorithm.

The correlation coefficient is defined as:

cov (x, y) =
1
N

∑N
i=1 (xi − x̄) (yi − ȳ)√(

1
N

∑N
i=1 (xi − x̄)

2
)(

1
N

∑N
i=1 (yi − ȳ)

2
)

(9)
Where x̄ = 1

N

∑N
i=1 xi, ȳ = 1

N

∑N
i=1 yi. (xi; yi) is the ith

pair of adjacent pixels in the same direction and N is the total
number of pixel pairs.
The correlation distribution of two horizontally, vertically, and
diagonally neighboring pixels in the original video and the
encrypted video are shown in Fig. 8 for the first video and Fig.
11 for the second video. The results of the video correlation
coefficients, for the first and second video, are presented in
Table I and Table II, respectively. As a result, the proposed
scheme is highly secure to statistical attacks.
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Fig. 7. The histograms of the original video (first line), the encrypted video
(second line), and decrypted video (third line) of first video.
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Fig. 8. The correlation among the pixels of the original and encrypted first video
frames along the horizontal direction (first row), the vertical direction (second
row), and the diagonal direction (third row).
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Fig. 9. The original video frame (a), the encrypted video frame (b) and the
decrypted video frame (c) of second video.

TABLE I
CORRELATION COEFFICIENTS IN THE ORIGINAL FIRST VIDEO AND

ENCRYPTED FIRST VIDEO.

Original video Encrypted video
Horizontal 0.9483 −1.7091× 10−4

Vertical 0.9576 −5.2380× 10−4

Diagonal 0.9367 5.4987× 10−5

TABLE II
CORRELATION COEFFICIENTS IN THE ORIGINAL SECOND VIDEO AND

ENCRYPTED SECOND VIDEO.

Original video Encrypted video
Horizontal 0.9916 −3.7415× 10−4

Vertical 0.9986 −2.2917× 10−4

Diagonal 0.9899 2.6430× 10−4

The number of pixels change rate (NPCR) is one of the
most common metrics used to assess the security of encryption
algorithms and ciphers against different attacks [22]. A high
NPCR score is commonly interpreted as a high level of resistance
to different attacks.
Table III represents the NPCR percentage, between original and
encrypted video of the proposed approach.

Tables IV and V show the NPCR of the original and recovered
first video with various parameters and key, and we find that
the NPCR is close to 100%, which demonstrates the proposed
transmission scheme robustness.
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Fig. 10. The histograms of the original video (first line), the encrypted video
(second line), and decrypted video (third line) of second video.
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Fig. 11. The correlation among the pixels of the original and encrypted second
video frames along the horizontal direction (first row), the vertical direction
(second row), and the diagonal direction (third row).
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TABLE III
NPCR FOR THE VIDEO SIMULATION BETWEEN ORIGINAL AND ENCRYPTED

VIDEO.

Test video NPCR(%)
1st video 99.638

2nd video 99.624

TABLE IV
NPCR OF ORIGINAL VIDEO AND RECOVERED VIDEO WITH DIFFERENT

PARAMETERS.

Correct key NPCR(%)
Incorrect parameter a+ 10−4 98.14
Incorrect parameter b+ 10−4 97.04

Incorrect parameters a+ 10−4; b+ 10−4 98.51

TABLE V
NPCR OF ORIGINAL VIDEO AND RECOVERED VIDEO WITH DIFFERENT KEY.

Correct parameters (a; b) NPCR(%)
Incorrect key K(1) + 10−16 99.52

IV. CONCLUSION

Video encryption plays an important role in today’s
multimedia world. Although many encryption schemes have
been proposed to provide security for digital videos, some
of them are too weak to resist various attacks designed by
cryptanalysts. Basically, many efforts have been devoted to
study the security issue, but for multimedia, the security is still
not strong from a cryptographic point of view. To design truly
secure video encryption schemes, chaotic cryptology must be
employed.

So in this paper we presented a novel secure video
transmission scheme based on a discrete time chaotic system.
The video frame was permuted (confusion) at the transmitter
and then encrypted using an encryption function. The keys used
were generated by a chaotic system. The dead-beat observer
was used at the receiver to determine the exact synchronisation
between the two levels. The proposed scheme for video
transmission has yielded good results. The simulation results in
the previous section demonstrate this.

To improve the security of the transmission scheme, a
fractional-order chaotic system should be used.
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Abstract—A wireless sensor network (WSN) is characterized
by a set of connected sensing nodes with the principal purpose
of managing the environmental conditions of a specific area of
interest. Localizing the precise position of each WSN sensor node
is very important to facilitate data routing over the different
network nodes. In this paper, an improved meta-heuristic opti-
mization algorithm based on the combination of the gradient-
based optimizer (GBO) and a chaos search operator is proposed
to solve the WSN node localization problem. The simulation
results show that this proposed algorithm has a considerable
potential to localize the WSN nodes with great precision. Further-
more, two important performance metrics, which are localization
accuracy and computational time, are addressed to demonstrate
the superiority of the proposed algorithm compared with two
state-of-the-art optimization algorithms.

Index Terms—WSN, Localization, Meta-heuristic, GBO,
Chaos.

I. INTRODUCTION

WSNs are being the subject of many real-world applications
to monitor and manage different smart environments. Indeed,
rapid developments in wireless communication systems and
embedded devices have greatly improved the transmission
of information from one point to another, and also the de-
velopment of new network configurations using innovative
solutions to link network nodes together. This trend has
resulted in a number of developments including large-scale
networks as well as in marketing communication [1]. Because
of their wireless and dynamic nature, WSNs are facing the
challenge of localizing the sensor nodes precisely since their
position may not be in a predetermined location, and thus,
will ultimately lead to a labor intensive task [2]. The simplest
method to localize the different sensor nodes is to equip
each one with a global positioning system (GPS) [3]. Surely
this choice provided satisfactory results in some specific real-
world situations; however, it has been shown that it was not
very effective from a practical point of view in almost all
indoor applications. Also, equipping every sensing node with
GPS will lead to a design and dimensioning problem with
energy consumption constraints and all that at high additive
manufacturing costs. Many alternatives have been proposed
to deal with this issue by combining GPS with localization-
based algorithms, especially the geometric algorithms and the
meta-heuristic algorithms.

The WSN node localization problem can be divided into two
complementary stages. The first stage concerns the estimation
of the distances between sensor nodes and their anchor nodes
which is performed using analytical metrics, including the
received signal strength indicator (RSSI), the angle of arrival
(AoA), the time of arrival (ToA), and the time difference of
arrival (TDoA). In the second stage, the localization process
of the sensor node is estimated using the obtained local infor-
mation in the previous stage where the estimation problem is
solved by minimizing an objective function that corresponds
to the localization error.

Meta-heuristic optimization algorithms have been exten-
sively applied in the last two decades to solve various multidi-
mensional optimization problems due to their fast convergence
rates and higher accuracy [4]. In particular, some popular
nature-inspired meta-heuristic optimization algorithms have
been successfully employed to solve the WSN node local-
ization problem such as genetic algorithm (GA) [5], particle
swarm optimization (PSO) algorithm [6]– [9], the grey wolf
optimization (GWO) algorithm [10], and the chicken swarm
optimization (CSO) algorithm [11].

Of a large number of approaches to solve the optimiza-
tion problems that have been proposed in the literature, the
gradient-based optimizer (GBO) algorithm is a good alter-
native to search for the optimal solutions in terms of the
convergence rate, performance, and space search ability [12].
Moreover, many recent works have proposed more advanced
optimization techniques by combining the meta-heuristic opti-
mization algorithms with different mathematics theories, espe-
cially the chaos theory. This is due to the fact chaotic systems
are deterministic with unpredictable behavior, and thus, can be
used as random-like sequences to support modern applications
of parallel computing [13], [14]. For this purpose, this paper
proposes an improved meta-heuristic optimization algorithm
by combining the GBO algorithm with a chaotic sequence
as a search operator to solve the WSN node localization
problem. The chaotic sequence is generated using the well-
known logistic equation to guarantee the diversity of the initial
population, speed up the convergence rate, and enhance global
search capability. The obtained results are compared with
both CSO and PSO to demonstrate the effectiveness of this
proposed improved algorithm. Obtained results confirmed that
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the proposed chaos-GBO algorithm is quite competitive.
The rest of this paper is organized as follows. Section II

presents the chaos-GBO optimization algorithm. The WSN
sensor node localization formulation is presented in III. Simu-
lation results and comparative studies are discussed in Section
IV. Finally, the conclusion is drawn in Section V.

II. CHAOS-GBO OPTIMIZATION

A. Overview of GBO

GBO has been proposed recently by Ahmadianfar et al. [12]
by combining the well-known Newton gradient method with
the population-based concept. This combination gives GBO a
more efficient optimization feature to converge faster towards
the optimal solution, with the capability to escape from any
local optimal solution. Besides the initialization process, GBO
uses two operators, namely the Gradient Search Rule (GSR)
and the Local Escaping Operator (LEO).

1) Initialization process: The initial population members in
GBO are randomly generated as follows

Xn,d = [Xn,1, Xn,2, . . . , Xn,D] (1)
Xn = Xmin + rand(0, 1)× (Xmax −Xmin) (2)

where n = 1, 2, . . . , N, d = 1, 2, . . . , D. The variables Xmax

and Xmin are the border limits of the decision variable X and
rand(0, 1) is a randomly generated number in the range [0,
1].

2) The gradient search rule (GSR) operator: GSR is used
to accelerate the convergence rate and explore new search
spaces using a random process with the aids of the Taylor
series. The new position Xn+1 is given by

Xn+1 = Xn −
2∆x× f(Xn)

f(Xn + ∆x)− f(Xn −∆x)
(3)

where f(Xn + ∆x) and f(Xn − ∆x) are the truncated
derivatives of the function f(x) whereas ∆x is the change
in position at each iteration.

Eq. (3) is changed to accommodate the population-based
search concept as follows:

Xn+1 = Xn − randn×
2∆x×Xn

xworst − xbest + ε
= Xn −GSR (4)

where randn is a normally distributed random number, xworst

and xbest are the worst and best candidates’ solutions through
the process of optimization, respectively. ε is a small number
arbitrarily chosen in the range of [0, 0.1].

Further, the GSR is modified by introducing the parameter
ρ1 as follows

GSR = randn× ρ1 ×
2∆x×Xn

xworst − xbest + ε
(5)

where parameter ρ1 is used for the exploration process such
that

ρ1 = α× (2× rand− 1) (6)

where

α =

∣∣∣∣β × sin(3π

2
+ sin

(
β × 3π

2

))∣∣∣∣ (7)

β = 0.2 +

(
1−

(m
M

)3)2

(8)

whereas m is the number of iterations, and M is the total
number of iterations.

Note that ∆x changes at each iteration between the best
candidate solution xbest and a randomly selected position xmr1
as follows:

∆X = rand(1 : N)× |step| (9)

step =
(xbest − xmr1) + δ

2
(10)

δ = 2× rand×
∣∣∣∣xmr1 + xmr2 + xmr3 + xmr4

4
− xmn

∣∣∣∣(11)

where rand(1 : N) is a random number with N dimensions,
step represents a step size determined by xbest and xmr1 , and
r1, r2, r3, r4 are different integers randomly chosen from the
interval [1, N ] with r1 6= r2 6= r3 6= r4 6= n.

For better exploitation of the nearby area of Xn, a term
called Direction of Movement (DM) is added, which is ex-
pressed by

DM = rand× ρ2 × (xbest − xn) (12)
ρ2 = α× (2× rand− 1) (13)

Accordingly, the vector X1mn is generated by updating xmn
using both the GSR and DM as follows

X1mn = xmn −GSR+DM

= xmn − randn× ρ1 ×
2∆x× xmn

xworst − xbest + ε
+rand× ρ2 × (xbest − xn) (14)

The new solution at the next iteration xm+1
n is defined by

xm+1
n = ra× (rb×X1mn +(1−rb)×X2mn )+(1−ra)×X3mn

(15)
where ra, rb are two random numbers, the vector X1mn is
given by Eq. (14), and the two vectors X2mn and X3mn are
generated as follows:

X2mn = xbest − randn× ρ1 ×
2∆x× xmn

ypmn − yqmn + ε

+rand× ρ2 × (xmr1 − x
m
r2) (16)

X3mn = Xm
n − ρ1 × (X2mn −X1mn ) (17)

whereas ypmn and yqmn are two positions created in regard two
variables zn+1 and xn as follows

ypn = rand×
(

[zn+1 + xn]

2
+ rand×∆x

)
(18)

yqn = rand×
(

[zn+1 + xn]

2
− rand×∆x

)
(19)
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3) The local escaping operator (LEO): This operator aims
to boost the ability of GBO to solve complex problems.
Accordingly, a solution with superior performance, Xm

LEO, is
generated using the best position, Xbest, two solutions, X1mn
and X2mn , two random solutions from the population, Xm

r1
and Xm

r2 , and a new randomly generated solution, xmk . The
solution Xm

LEO is updated based on the following layout:
if rand < pr

if rand < 0.5

Xm
LEO = Xm+1

n + f1 × (u1 × xbest − u2 × xmk )

+f2 × ρ1 × (u3 × (X2mn −X1mn ) + u2 × (xmr1 − xmr2))/2

Xm+1
n = Xm

LEO

else
Xm

LEO = Xbest + f1 × (u1 × xbest − u2 × xmk )

+f2 × ρ1 × (u3 × (X2mn −X1mn ) + u2 × (xmr1 − xmr2))/2

Xm+1
n = Xm

LEO

End
End
where f1, f2 are uniform distributed random numbers in the

range [−1, 1], pr is a probability value, and u1, u2, u3 are three
random numbers introduced to increase the diversity of the
population and escape from local optimal solutions, expressed
by

u1 =

{
2× rand
1

if µ1 < 0.5
otherwise (20)

u2 =

{
rand
1

if µ1 < 0.5
otherwise (21)

u3 =

{
rand
1

if µ1 < 0.5
otherwise (22)

Or simply by

u1 = L1 × 2× rand+ (1− L1) (23)
u2 = L1 × rand+ (1− L1) (24)
u3 = L1 × rand+ (1− L1) (25)

where µ1 is a random parameter in the range [0, 1] and L1 is
a binary parameter such that L1 = 1 for µ1 < 0.5 and L1 = 0
otherwise.

The solution xmk in Eq. (6) is generated using a random
parameter µ2 ∈ [0, 1] as follows

xmk =

{
xrand
xmp

if µ2 < 0.5
otherwise (26)

where xrand = Xmin + rand × (Xmax − Xmin) is a new
solution and xmp is a randomly selected solution of the
population (p ∈ [1, 2, . . . , N ]).

Eq. (26) can be simplified as:

xmk = L2 × xmp + (1− L2)× xrand (27)

where L2 is a binary parameter such that L2 = 1 for µ2 < 0.5
and L2 = 0 otherwise.

B. Proposed Chaos-GBO

In order to improve the performance of GBO and ensure that
the obtained solution converges rapidly towards the optimal
solution, the direction of movement (DM) part of GSR is mod-
ified by introducing the chaotic logistic equation. Accordingly,
the DM is changed as follows

DM = rand× ρ̄2 × (xbest − xn) (28)
ρ̄2 = α× yk (29)

where the parameter α is given by Eq. (7), and yk is generated
by a chaotic map. Let this chaotic map be represented by the
logistic equation with the following recursive form

yk+1 = 4yk(1− yk) (30)

The variation of the modified parameter ρ̄2 using the logistic
equation is shown in Fig. 1. Obviously, it can be seen that the
chaotic equation guarantees a good compromise between the
exploitation and exploration phases.
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Fig. 1. Modified parameter ρ̄2 using the logistic equation.

Taking into account the modification given by Eq. (28), the
new solution at the next iteration xm+1

n is expressed by Eq.
(15) where the vectors X1mn , X2mn and X3mn are generated
as follows:

X1mn = xmn −GSR+DM

= xmn − randn× ρ1 ×
2∆x× xmn

xworst − xbest + ε
+rand× ρ̄2 × (xbest − xn) (31)

X2mn = xbest − randn× ρ1 ×
2∆x× xmn

ypmn − yqmn + ε

+rand× ρ̄2 × (xmr1 − x
m
r2) (32)

and
X3mn = Xm

n − ρ1 × (X2mn −X1mn )
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III. WSN NODE LOCALIZATION PROBLEM

A. Problem formulation

The WSN node localization problem aims to estimate the
location of n target nodes using prior information about the
location of m anchors and the distance between the target
nodes and the neighboring anchors.

Let (xi, yi) be the coordinates of the anchor, given by

xi = [x1, x2, . . . , xm], yi = [y1, y2, . . . , ym], (33)

Let (xj , yj) be the coordinates of the target nodes to be
estimated such that

xj = [x1, x2, . . . , xn], yj = [y1, y2, . . . , yn], (34)

In the first stage, each anchor node will estimate the distance
from its position to the neighboring target nodes. The effect of
measurement noise is simulated as an additive white Gaussian
noise (AWGN). Thus, the estimated distance from a sensor to
an anchor i is given by

d̂i = di + ni (35)

where di is the actual distance and and ni is the AWGN
uniformly distributed according to the estimated distance d̂i,
which can be described as: [di − di × Pn/100, di + di ×
Pn/100, ].

The distance di is expressed as

di =
√

(x− xi)2 + (y − yi)2 (36)

Here, (x, y) is the location of target node and (xi, yi) is the
location of the neighboring anchor.

B. The objective function

Since the localization of WSN sensor nodes is considered
as an optimization problem of continuously differentiable
functions with boundary constraints, therefore, the objective
is to minimize an objective function to guarantee that the
obtained distances reach the best solution within the applied
algorithm. For a precise localization of the used sensor nodes,
the objective function is expressed by the following localiza-
tion error function

f(x, y) =
1

M

M∑
i=1

(
√

(x− xi)2 + (y − yi)2 − d̂i)2 (37)

where (x, y) is the location of the target node, (xi, yi) is
the location of the neighboring anchor, d̂i is the estimated
distance, and M ≥ 3 is the number of anchors within the
transmission radius of target nodes (x, y).

Accordingly, each WSN sensor node is localized using the
localization error function at only the condition that this node
has at least three neighboring anchors.

In addition, the absolute error (AE) for each estimated WSN
sensor node is given by

AEx = |x− xi| (38)
AEy = |y − yi| (39)

IV. SIMULATION RESULTS AND DISCUSSION

The simulations are mainly performed in a 100m × 100m
wireless sensor environment, where only the measured dis-
tances between anchor and target nodes are used to estimate
the location of the sensor nodes through multilateration, i.e.,
the time difference between signals arriving at multiple base
stations [15]. Accordingly, there are N anchor nodes and M
target nodes in the WSN system. The following parameters
are considered for the localization of the target nodes using
the proposed chaos-GBO optimization technique: number of
particles (population size) nP = 30, number of iterations
MaxIt = 100, and the initial deployment of target nodes
is randomly generated. Simulated WSN localization result of
40 target nodes with 8 anchor nodes is illustrated in Fig. 2.
It is clear that the estimated nodes match the target nodes
with a large degree of accuracy. This can be confirmed by the
achieved RMSE value (RMSE= 0.059918 meter).
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Fig. 2. Localization of target nodes using Chaos GBO.

Further simulations have been carried out to show the ef-
fectiveness of the proposed chaos-GBO algorithm by studying
the effect of the number of anchor nodes (N), the number
of iterations (MaxIt), the size of population (nP ), and the
AWGN. Accordingly, four cases are investigated throughout
this section as follows.

Case 1: The effect of the number of anchor nodes N
is shown in Fig. 3, where the target nodes, the number of
iterations and the number of population are fixed at M = 20,
MaxIt = 100, and nP = 30, respectively.

Case 2: The effect of the maximum number of iterations
MaxIt is depicted in Fig. 4, for which the number of anchor
nodes, the target nodes, and the population size are fixed at
N = 8, M = 40 and nP = 30, respectively.

Case 3: The effect of the number of population is given in
Fig. 5. Here, the size of population nP is varied from 10, 20,
30 to 40, and the numbers of anchor nodes, target nodes and
max iterations are fixed to N = 8, M = 40, and MaxIt =
100, respectively.
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Fig. 3. Localization error vs anchor nodes number.
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Fig. 4. Localization error vs maximum of iterations.
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Fig. 5. Localization error vs size of population.

Case 4: In this last case, the effect of the AWGN is
illustrated in Fig. 6 for different values of AWGN, i.e., Pn = 5,
Pn = 10, Pn = 15, and Pn = 20. The anchor nodes, target
nodes, population size and max iteration are fixed at N = 8,
M = 40, nP = 30, and MaxIt = 100, respectively.
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Fig. 6. Localization error vs rate of noise.

Note that the AWGN value was fixed to Pn = 5 in the first
three cases.

Based on the obtained results, it is clearly shown that the
performance of the localization error depends considerably on
the four parameters mentioned before. Thus, the localization
error of target nodes is inversely proportional to the number
of anchor nodes, the number of iterations, and the population
size. Also, it is obvious that the most sensitive parameter
for the WSN localization process is the AWGN. Finally,
the obtained results using chaos-GBO are compared with
CSO and PSO algorithms as given in Tabs. I, II, and III
in terms of the number of anchor nodes, the AWGN, and
the computation time, respectively. Obviously, the proposed
chaos-GBO algorithm is quite competitive for all performed
results.

TABLE I
ANALYSIS OF ANCHOR NODES USING CHAOS-GBO, CSO AND
PSO. RESULTS OBTAINED FOR M = 40, Pn= 2, MaxIt = 150.

Algorithm number of anchor
nodes N

RMSE (m)

chaos-GBO 10 0.0249
12 0.0229

CSO [11] 10 0.11
12 0.08

PSO 10 0.38
12 0.315

V. CONCLUSION

This paper addressed the WSN localization problem using
an improved meta-heuristic algorithm. For this purpose, a com-
bined chaos gradient-based optimizer method (chaos-GBO)
has been developed to estimate the position of the unknown

110



TABLE II
NOISE COMPARISON USING CHAOS-GBO, CSO, AND PSO.

RESULTS OBTAINED FOR N = 10, M = 40, Pn= 2, MaxIt = 150.

Algorithm Noise % RMSE (m)
chaos-GBO 2 0.0249

3 0.0322
4 0.0517
5 0.0612

CSO [11] 2 0.11
3 0.15
4 0.23
5 0.31

PSO 2 0.315
3 0.414
4 0.550
5 NA

TABLE III
SUMMARY OF COMPUTATION TIME USING CHAOS-GBO, CSO,

AND PSO. RESULTS OBTAINED FOR N = 10, M = 40, Pn= 2,
MaxIt = 150.

Algorithm Computation
time

RMSE (m)

chaos-GBO 126.1358 0.0249
CSO [11] 255.0341 0.11
PSO 874.24 0.38

sensor nodes by only considering the neighboring anchors. The
obtained results illustrate the effectiveness of this proposed
algorithm to localize the WSN nodes accurately. Further, the
effectiveness of this proposed algorithms has been demon-
strated when compared with two optimization algorithms in
terms of the number of anchor nodes, the AWGN, and the
computation time. In fact, the computational time taken by
the proposed chaos-GBO is less than other algorithms, which
means the obtained solution converges rapidly to the optimal
solution when the DM that is part of GSR is modified by
introducing the chaotic logistic equation.
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Abstract‒In pattern recognition, the process consists, first of all, 

in extracting relevant features from the images of the objects in 

order to perform a classification method for grouping the objects 

in their corresponding classes and then, assign the unknown 

object to one of these classes. However, some objects evolve over 

time, and their shapes, colors or textures change. In this case, 

classification becomes complex and the usual methods lose their 

performances and can become even inefficient. To take this 

evolution into account, other automatic classification approaches, 

called dynamic classification, have been developed. In the present 

work, we are interested by an important application which 

consists of estimating the maturity level of tomatoes which are 

distinguished by the change of color over time. This application 

can take effect in South Algeria which is known for an extensive 

production of tomatoes of different qualities. To do this, we 

applied the k nearest fuzzy neighbors method and the L*a*b* 

space representation. The obtained results were very 

satisfactory. 
 

Keywords‒ Evolutionary classification, color spaces, DFKNN, 

tomatoes maturity,  

I. INTRODUCTION 

The problem of automatic recognition of natural objects is 

often more complex than in the case of manufactured objects, 

especially when their attributes (color, texture, shape) change 

with time and space. The classification needed to this type of 

objects must be dynamic to better adapt to evolutionary 

classes. Let us recall that objects are dynamic if they are in 

perpetual evolution. This evolution can include four cases. 

The first one is when the objects are static and their 

corresponding classes are also static. This problem is widely 

addressed in the literature as for example the automatic 

sorting of manufactured products. The second case is when 

the objects are dynamic and their classes are static, in other 

words, the objects move but their characteristics remain 

unchanged. In the third case, the objects are static and their 

classes dynamic or evolutionary, which means that the objects 

are immobile but their characteristics change over time. The 

fourth case corresponds to the situation where the objects, as 

well as their classes, are dynamic, ie the objects are moving 

and their characteristics change over time. In this paper, we 

are interested by the third case. To perform pattern recognition 

on this type of evolutionary data, two approaches have been 

proposed in the literature [1]. The first one consists in using 

dynamic classification algorithms that implement the notions 

of moving, eliminating, merging and splitting classes, while 

the other concerns periodic evolutions and consists in dividing 

the period of the evolution into intervals, which set us back to 

consider the classes as static Let us note that the evolution of a 

dynamic class can be translated by a displacement of a part or 

the totality of its elements. Thus, it can result in its merging 

with other classes or its splitting into several new classes. In 

the case of merging, one or more initially disjointed classes 

can join and share data. These data called ambiguous data 

carry mutual information. In order to remove this ambiguity, 

the dynamic classification method merges the concerned 

classes in order to form a single class. Concerning splitting 

classes, the opposite phenomenon of merging can occur, i.e. a 

class can split into two or more classes. On the other hand, the 

evolution of classes can also lead to their deletion if they are 

obsolete, of small sizes or made up of noise. In order to take 

into account these evolutions, different dynamic recognition 

methods have been developed. Among these methods, we can 

mention the connectionist methods, the kernel methods, the 

Adaptive Fuzzy C-Means method (AFCM) and the Dynamic 

Fuzzy K-Neighbors method (DFKNN). In connectionist 

methods with adaptive architecture, the number of neurons 

and the number of connections vary. This architecture can be 

constructive or destructive. It is constructive when neurons 

and connections are added and it is destructive when the 

useless neurons corresponding to non-representative classes 

are pruned [2]. Among the proposed constructive neural 

architecture methods, we can mention CDL (Cluster Detection 

and Labeling) [3][4] where the similarity notion of 

observations with respect to the initial predefined prototypes 

are used. Thus, it is according to this CDL value that new 

classes and then new neurons are created. In the category of 

kernel methods, the most used is certainly the SVM method [5] 
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and its dynamic version proposed in [6]. As for the Fuzzy C-

Means Adaptive method (FCMA) [7], its principle is the same 

as that of the static one [8] but with the on-line integration of 

new data and the update of the characteristics of the classes, in 

an incremental way according to the evolution of the entropy. 

This entropy is calculated for all classes, which can lead to the 

creation of new classes. The DFKNN is another dynamic 

classification method that L. Harter proposed [1] based on 

FKNN [9] in which he added similarity and validity measures 

to merge, split or delete some classes [10][11][12]. This is the 

method we have adopted in the present work. 

II. DYNAMIC FUZZY K NEAR NEIGHBOUR METHOD 

 The DFKNN method proceeds in several phases. From 

initial data, the DFKNN method allows, first of all, to carry 

out the classification of each of the new forms. In a second 

phase, as proposed in [1], the method updates the parameters 

to follow the evolution of the classes. When a change is 

detected and confirmed by several indicators, the classes are 

adopted, but only the most representative ones are retained. 

The different steps of this method are detailed as follows. In 

the learning phase, the user gives the initial classes Ci, 

i=1,2,...,K. Thus, the gravity centers and the initial standard 

deviation of each one of these classes Ci are calculated. 

During class evolution detection, the class Ci that receives a 

new object is the only one that needs to be updated, in other 

words, the values of the standard deviation ( ) and the 

gravity center ( ) of Ci are incrementally recomputed 

for each attribute j using the following expressions (1) and (2) : 

 

     
(1) 

 
           (2) 

 

where Ni is the number of forms present in Ci.  

 

To track temporal changes in the system based on the 

calculated values of ( ), ( ) and ( ), two 

indicators  and  are used.  

The indicator which represents the evolution of class 

compactness is calculated from the deviation between ( ) 

and ( ) for each attribute j using the following expression:  

 

                            (3) 

This indicator is expressed in percent. If, at least, one of the 

attributes j receives a value of  higher than a given 

threshold th1, it means that the characteristics of the class Ci 

have changed. This threshold th1 is usually set at a small 

value of the order of 5. On the contrary, when the class 

changes abruptly, a larger value of this threshold is required. 

As for the  indicator, it represents the deviation of one 

point from the average dispersion of the class. It is the 

distance between the jth attribute and the current center of 

gravity ( ) as a function of the current standard 

deviation ( ). This indicator is calculated by the 

following expression: 

 

               (4) 

Like the previous one, this indicator is given in percent. If at 

least one of the attributes j obtains a value of  greater 

than the threshold th1 ( ), this indicates 

that the value of membership of this point in the class Ci is 

low. However, a single point away from the class does not 

necessarily mean a change in characteristics. Indeed, this point 

may be noise. Therefore, it is necessary to define a threshold 

NbMin representing the number of successive times that 

 must exceed th1 to confirm a change. If NbMin is set to 

a large value, the evolution of the class can be detected after a 

large delay. This number NbMin must be defined according to 

a compromise between the noise present in the shapes and the 

maximum delay of detection of evolution desired. The 

evolution of the class is confirmed when NbMin successive 

values of the two indicators  and  are greater than 

th1. 

In the adaptation phase, the DFKNN method is used to adjust 

the parameters of a class that has evolved when enough 

feature changes have been detected and confirmed in the 

detection phase. Thus, the new center of gravity ( ) 

and the initial standard deviation of ( ) of the class are 

calculated according to the previous equations (1) and (2). 

In the class validation phase, the DFKNN method performs 

the operations of deleting outliers and non-representative 

classes, merging classes that have strong similarity and 

splitting classes that can no longer be considered as a single 

class. 

The deletion of non-representative classes is performed if an 

insufficient number n1 of shapes is contained in the class 

(n1>k) or if no shape has been classified in the class since a 

sufficient number n2 of shapes is classified in other classes. 

Class merging is performed when these classes evolving 

towards the same direction overlap sufficiently at a given time. 

To decide on this merger, a similarity measure δiz between the 

two clases Ci and Cz proposed in [13] is computed for all pairs 

of classes after the classification of each new shape. This 

measure is given by the expression (5). If this measure 

exceeds a threshold th between two classes then they are 

merged. 

 

   

                       (5) 

 

where πi(X) and πz(X) are the membership values of x in Ci 

and Cz, respectively. The closer δiz is to 1, the more similar 

the two classes are. The maximum value represents two 
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completely overlapped classes so there is no need to wait until 

the obtained similarity value is equal to 1 to merge these two 

classes.  

Regarding the detection of splitting, the operation is more 

complex. To detect the split of a class, we can apply the well-

known Fuzzy-C-Means (FCM) algorithm and the validity 

measure of Xie and Beni [14] defined by the following 

expression (6): 
 

 

  (6) 

 
In this expression, Jm represents the objective function to be 

minimized, the Euclidean norm, and πi(xk), the membership 

value of the kth point of the ith class that has center vi. All 

membership values are contained in U and the centers of the 

classes are contained in V. The coefficient m is generally set at 

2. It allows obtaining a more or less fuzzy partitioning. The 

number of classes found by FCM must be greater than 1 to 

apply this validity measure. The lower the measure, the more 

optimal the number of classes. Once the optimal number of 

classes is estimated by FCM, and if each of these classes 

contains at least k objects, the split is performed. If the 

number of shapes is not sufficient when the number of classes 

is estimated by FCM, then it is necessary to wait until this 

number of objects is classified to check again the splitting of 

the class.  

Therefore, before applying this method to the estimation of 

tomato maturity, we first re-evaluated it by applying it on 

artificially generated data to study the three cases of evolution 

namely class displacement, merging and splitting because it is 

difficult to obtain a real database containing classes with 

features evolving with time. These artificially generated 

classes are Gaussian and perfectly reflect the different aspects 

of evolution. 

A. Moving classes 

The DFKNN is evaluated on displacement of a class. This 

displacement was generated in the following way. At t=0, 150 

observations forming the initial class are used as the training 

set. The mean and standard deviation values of the class are 

for attribute 1, µ1=3 and σ1=1, and for attribute 2, µ2=3 and 

σ2=1. At t=1 through 50, 50 new shapes appear with the same 

standard deviations and means as those in the initial class. In 

this case, there is no evolution or shift. At t=51 until 200, a 

change appears in the values of the class mean with respect to 

each attribute j, j=1,2. This change is a gradual shift in the 

class mean with respect to each attribute according to the 

equations below. 

 

             (7) 

After this move, we obtain a new or final class. 

- At t=201 to 300, 100 new observations appear. They have 

the same standard deviations and means as those of the final 

class. These observations are classified in the final class 

without a sufficiently important new evolution being detected. 

This is done with the fixed parameter values of k=5; th1=5; 

NbMin=10; thFusion=0,2; n1=10 and n2=20. Figure 1 shows an 

example of this shift. 

 

 
                                        (a)                                                      (b)                   

 

Fig.1 Moving a class. (a), initial class. (b), moving some objects of the class. 

B. Merging classes 

In this example, we take two classes moving to a common 

area to merge. The merging of two classes can represent the 

case of a temporal evolution of a system towards a new 

system. The database of the two merging classes was created 

as follows. At t=0, 125 observations are used to learn the 

membership functions of class C1 (µ1=5, µ2=7) and 125  

 

 

 
 

Fig.2 Displacement of two classes to the same area. 

 

others are used for class C2 (µ1=15, µ2=7). The standard 

deviation of these classes is equal to 1 for each attribute. At 

t=1 until 150, the new shapes belonging to each class go to a 

common area for both classes (Fig.2). 

These moves are generated for both classes based on each 

attribute j, j=1,2, using the following expressions: 

 

 

                                             

 

                                                                                             (8) 

 

   

 
 

the computation of the similarity value by expression (5) gives 

a result higher than the set threshold, thFusion=0.2. This means 

that the two classes overlap enough to merge. 
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Figure 3 shows the result of merging the classes and 

classifying the set of observations. 

 

 

 
 
 

 

 
 

 
 

 

 
Fig.3 Classification result obtained by DFKNN after fusion and classification 

of the set of shapes . Here k=5; th1=5; NbMin=10; thFusion=0,2; n1=10 and 

n2=20.  

C. Sorting Classes 

The DFKNN method has also been tested in the case of the 

splitting of a dynamic class on a database is created evolving 

with time as. Thus, at t=0, 100 observations are created as 

initial class and used for training. At t=1 to 150, the new 

points evolve in two different directions as shown in Figure 4. 

 

 
 

Fig.4 Evolution of the points in two different directions.  

 

This evolution is generated for C1 according to each attribute j, 

j=1,2, by the expressions (9).   

At t=151 until 250, new observations are classified with the 

same standard deviation and mean as the last observations of 

the evolution. 

 
                                                                                    (9) 

 
Several adaptations of the class took place for this case. 

Following the previous adaptation of the class at t=8, a split 

into two classes was revealed by the application of the FCM 

method which detected the 2 classes. However, with this FCM 

method, too few observations whose number is lower than k 

are present in the 2 classes obtained at this time. It is therefore 

necessary to wait for k new points to appear in order to 

recheck if the split is still necessary. 

At t=18, the class is again studied by FCM. The validity 

measures corresponding to several numbers of classes are 

given in Table 1. The minimum value obtained in this table 

for c=2 indicates that the best number of classes found is two. 

Figure 5 shows. 

 
TABLE I 

Validity measures for the class obtained at t=18. 
Number of classes Validity measure  

2 0.03 

3 0.18 

4 0.20 

5 0.40 

 

 
 

Fig.5 Classification result obtained by FCM for the split case with k=9, th1=5, 

NbMin=15, thFusion=0,2, n1=10 and n2=20. 

 

The split of one class into two classes was detected. After this, 

the rest of the classification can take place.  

The classification results obtained by the DFKNN method, in 

particular in the different cases of evolution of Gaussian 

classes generated, show that this method is effective for the 

detection of the displacement of classes as well as their 

adaptations and validations. Nevertheless, in the case of class 

splitting and on several tests performed, we find that the 

results obtained are less good, but acceptable. Although 

minimal, the estimation errors of the number of classes 

obtained after splitting using the FCM algorithm show the 

difficulty of detecting a split and its validation. However, in 

general, for the three cases of evolution, i.e., displacement, 

merging and splitting, we have achieved a classification rate 

of 97%, which can be considered satisfactory. 

 

III. APPLICATION TO THE MATURITY LEVEL ESTIMATION OF 

TOMATOES  

In this work, we are interested in the maturity of the 

tomato because this fruit is of considerable importance as it is 

widely consumed worldwide and in our country and continues 

to be the subject of much scientific research. It is in fact a 

question of estimating the times of its conservation to ensure 

its distribution under the best conditions and, especially, to 

decide its destination according to its maturity. The objective 

is therefore to automate the procedure of its sorting which 

constitutes a wearing operation physiologically and mentally 

for the human being when it is himself who carries out this 

work and which, moreover, even experienced, can be prone to 

errors related to disorders of the sight and the tiredness. 

Therefore, the automation of this process is of great interest 

for agriculture and the tomato canning industry. 

The estimation of the maturity tomato is based essentially on 

the evolution of its coloration which takes five colors going 

C3 

Initial class 

C2 
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gradually from the whitish green to the dark red while passing 

by the yellow, the pink, the turning, the orange and the clear 

red. This evolution has been codified by the USDA (United 

States Department of Agriculture) according to Table 2 [15]. 

A. The used method 

To characterize the color of tomatoes, we can use all the 

systems of colorimetric representation but the color space 

L*a*b* CIE 1976 still named CIELAB, is the color space that 

best suits our application. Indeed, this space is often used for  

 

TABLE II 

Maturity levels of tomatoes. 

Image Maturity stage Description 

 
Green 

The surface of the tomato is 

completely green. 

 

Tournant 
10% to 30% of the tomato surface 

is not green. 

 

Orange 
30% to 60% of the tomato surface 

is not green. 

 

Light red 
60% to 90% of the tomato surface 

is not green. 

 

Dark red 
More than 90% of the tomato 

surface is not green. 

 

the characterization of surface colors. Recall that in this 

system the parameter L* derives from the luminance and 

values 0 and 100 corresponding respectively to the absolute 

black and perfect white while b* represents the value on the 

blue-yellow axis and a*, the value on the green-red axis. After 

verification, we have indeed found that the use of the only 

parameter a* is largely sufficient, which is reasonable given 

that the color of the tomato evolves gradually from green to 

red. This verification was done by plotting the histograms of 

both a* and b* values of tomatoes throughout the ripening 

period. The results show well that the value of b* does not 

show great changes while the value of a* increases with the 

rate of ripening, which allows us to conclude that the value of 

a* is highly correlated with the level of ripeness of the tomato 

and can be used for the estimation of the latter. This result was 

first proven in [16] as shown in Table 3 which maps the value 

of a* to the maturity rate. This table serves as a reference in 

our application.  

B. Application 

For this application, we obtained tomatoes at different 

color levels from the region of Tizi-Ouzou to establish a 

database containing 500 images that we gathered into 5 

classes containing 100 images each at different maturity levels. 

These images were taken 3 to 5 days apart using a CCD 

camera with a resolution of 10 mega pixels and placed 

approximately 100 mm above the tomato with similar lighting 

conditions. 

Note that the tomatoes are placed so that the image captured is 

of the base facing up and placed on a black background to 

mitigate the black shadow. To these images, we have made 

some transformations to obtain images devoid of any 

unnecessary information and have just the object of interest. 

Indeed, we resized the images in 250×250 pixels, converted 

the RGB system in L*a*b* system (Fig. 6 b), filtered the 

images using a median filter and eliminated the background of 

the images using morphological operations. We then extracted 

 
TABLE III  

Values of a* Maturity levels of the tomato [13]. 
Rate 

of maturity 
Value of a* 

Color of 
tomato 

Shelf life 

10% to 20% of 

maturity 
a* < -5.8 

Green to 

yellow 
21 to 28 days 

30% to 40% of 
maturity 

-5.8<=a*<2.1 Tournant 15 to 20 days s 

50% to60% of 

maturity 
2.1<= a* <9.2 Orange 7 to 14 days 

70% to 80% of 
maturity 

2.1<=a*<21.5 Light red 5 to 6 days 

Total 

maturity 
21.5<=a* Dark red 2 to 4 days 

 

the contours of the images by contour tracking by connexity 

on the binarized images obtained by applying the method of 

Otsu [17] [18] after a conversion of these images into gray 

levels (Fig. 6 e). 

Once all these operations are completed, we proceed to the 

calculation of the value of a* of all the pixels belonging only 

to the object and which are inside the contour of the tomato, 

traced in the previous step. We calculate, then, the average of 

all the values of a* of all the pixels of the image. This average 

is the color characteristic of the whole corresponding tomato. 

 

                                
                (a)                   (b)                  (c)                  (d)                    (e)   

Fig.6 Pre-processing operations 

(a) original image (b) L*a*b* image 
(c) grayscale image (d) binary image, (e) contour plot. 

C. Results and discussion 

Once calculated, the value of a* of each image is 

compared to the values determined in Table 4 to assign it to 

the corresponding class among the five classes already 

predefined. The results obtained for ten samples are presented 

in the table below. From the results obtained on the previous 

table, except for the few classification errors, which are 

indicated in the shaded cells, we can say that the results 

obtained are good. Indeed, for 100 test images we have 

detected six misinterpretations, which corresponds to a 

classification rate of 88%. However, we have listed some 

advantages and disadvantages of the method. 

The advantage of this procedure is that it is a very good 

alternative compared to the work done by human vision for 

the judgment of the maturity level of the tomato, but also for 
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the estimation of the shelf life of the latter, especially when it 

is necessary to transport them to different distances, that is to 

say, to distinguish the tomatoes that will be transported further 

from those that will be destined to small distances. However, 

in addition to the constraints related to the lighting conditions 

and the resolution of the camera, the method has two 

disadvantages, namely that it can only process one tomato at a 

time and it cannot differentiate the tomato from another fruit.  

The advantage of this procedure is that it is a very good 

alternative compared to the work done by human vision for 

the judgment of the maturity level of the tomato, but also for 

the estimation of the shelf life of the latter, especially when it 

is necessary to transport them to different distances, that is to 

say, to distinguish the tomatoes that will be transported further 

from those that will be destined to small distances. However, 

in addition to the constraints related to the lighting conditions 

and the resolution of the camera, the method has two 

disadvantages, namely that it can only process one tomato at a 

time and it cannot differentiate the tomato from another fruit. 

 
TABLE IV  

Values of a* maturity levels of the tomato [13]. 
Maturity level 

seen by man 
Example Value of a* Results 

10% to 20% 

1 -13.99 10% to 20% 

2 -19.21 10% to 20% 

3 -13.63 10% to 20% 

30% to 40% 

1 -2.55 30% to 40% 

2 -4.65 30% to 40% 

3 -5.25 30% to 40% 

50% to 60% 

1 3.13 50% to 60% 

2 2.89 50% to 60% 

3 3.43 50% to 60% 

10 5.89 50% to 60% 

70% to 80% 

1 10.87 70% to 80% 

2 9.95 70% to 80% 

3 10.56 70% to 80% 

Total maturity 

1 32.98 Total maturity 

2 28.48 Total maturity 

3 30.11 Total maturity 

4 42.36 Total maturity 

5 49.55 Total maturity 

6 52.04 Total maturity 

7 48.17 Total maturity 

8 44.00 Total maturity 

9 50.69 Total maturity 

10 54.53 Total maturity 

 

IV. CONCLUSION 

 The application of the dynamic fuzzy k-nearest neighbor 

classification method or DFKNN, which takes into account 

the evolutionary aspect of the classes and which makes it 

possible to treat the various evolutions that dynamic classes 

can meet such as displacement, splitting and merging, as well 

as the results obtained show the interest and the contribution 

of a dynamic classification method, in terms of results and 

classification time. Nevertheless, the choice of parameter 

values directly influences these results. Whenever the 

evolution of the classes is periodic, the classification becomes 

static by dividing the period of the evolution into well-defined 

intervals. This approach was approached and applied for the 

estimation of the level of maturity of the tomato carried out on 

RGB images and converted in the system of representation 

L*a*b*, the results thus obtained were satisfactory, with an 

optimal time of calculations. Nevertheless, the method has 

some limitations mainly related to the quality of the tomato 

images and to the different pre-processing operations which 

must be efficient in order to eliminate the maximum of noise 

to guarantee a good classification. Although the DFKNN 

method has been applied on artificially generated classes, not 

having been able to obtain real classes with evolving 

characteristics, this method can be easily applied on real cases 

such as industrial diagnostic systems in order to take 

advantage of its benefits.  
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Abstract—the progressive development of microscopic medical image segmentation is an important step for modern medicine. 

However, the existing methods are tricky to be applied on real problems. The objective of this paper is to create an algorithmic 

system, study on image clustering algorithm based on k-means method, the application context aimed at the blood cells, the 

experimental results obtained showed the effectiveness of this approach to classify, extract the morphological characteristics 

(shape, size, color, texture or movement) for the set of medical images tested, from its information one can make a 

classification of the objects by cluster. 

Keywords—segmentation; algorithmic; clustering; k-means; blood cell. 
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AbstractMagnetic resonance images (MRI) are tainted by Gaussian noise in the complex plane (K space). However, after the 

inverse Fourier transform, this noise follows a Rician probability distribution function (PDF). Estimating the variance of the 

noise is an important step in the denoising process. In order to determine the variance of the noise, we can exploit one of the 

following two possibilities: the first concerns the regions where the MR signal exists; this one follows Rice PDF. The second, 

concerns the regions where the MR signal is absent, in this case, the noise follows a Rayleigh PDF. Denoising methods based 

on partial differential equations (PDE), in particular diffusion equations have been widely used for their ability to remove noise 

while preserving essential structures such as edges. The latter are usually deduced from variational methods which consist in 

minimizing a functional and its partial derivatives. The combination of noise variance estimation and diffusion PDEs induces 

additional parameters that can play on the efficiency of the denoising process. In this perspective, we have chosen to introduce 

an iterative optimization method called simplex method in order to estimate the right parameters applied to the diffusion PDEs. 

The proposed method is a strategy based on a scheme that combines the simplex algorithm and the estimation of the noise 

variance according to the Rayleigh PDF, thanks to the maximum likelihood function, in order to fit the parameters as well as 

possible. The application of the proposed method on real MRI images of multiple sclerosis and tumors, for qualitative 

evaluation, shows the interest of the proposed approach to improve the quality of MRI images, especially for post-processing 

methods. 

KeywordsImage enhancement, MRI, anisotropic diffusion PDE, simplex algorithm, Maximum likelihood, Rayleigh 

distribution. 
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Abstract— In this work, we propose a system capable of performing two tasks. recognition and prediction of human action 

using the surveillance cameras in the industrial environment to detecting employees who violate the safety regulations by not 

wearing the safety cloths, this system is based on deep learning methods (convolutional neural networks, long-short term 

memory). 

For the human action recognition and prediction we proposed a new action representation, based on the human skeleton (body 

parts key-points), we used these points to create a vector containing the most important features of a descriptor (invariant to 

rotation, scale and position in the frame), and storing the spatial information of the video, we also used a position map to 

reduce its size and get very simple representation. Finally, we used LSTM network to preserve the temporal information, by 

training on these features using the dataset we created. The other part of this system is responsible of detecting employees who 

violate the safety regulation. So, in order to achieve this, we used the state of the art algorithm (You Only Look Once) for 

object detection and we adapted it to our dataset that contains four classes (Wearing-helmet, Without-helmet, Wearing-boot 

and Without-boot).  

Index Terms— Action recognition, Action prediction, Object detection, Deep learning, Long-short term memory,, human 

Skeleton. 
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Abstract—people want to live in the intelligent building because it offers them comfort. But the latter is unable to ensure the 

safety of these people, for example a person who lives alone, and who has discomfort, or a heart attack, or who is seriously ill, 

is not taken care of by this intelligent building. The aim of this article is the realization of a system which ensures the safety of 

people in an intelligent building by implementing an automatic speech recognition system. This system will recognize these 

sentences that indicate that a person needs help, or who is ill, or who is in danger, which allows him to ensure the safety of that 

person, by informing another who takes charge of these dangerous situations. For the realization of this automatic speech 

recognition system, we used the MFCC method (Mel frequency ceptral coefficient) for the representation of the speech signal, 

and a hybrid system NN-HMM (Neural Networks - Hidden Markov's models), for voice recognition. An experiment will be 

implemented from an input database; the vocabulary used in this corpus is composed of 10 sentences in the English language. 

The recognition will be of global type, the speech signal will be parameterized using the MFCC coefficients to form the input 

vector of the recognition system. The NN-HMM hybrid system will be used for the learning phase and the recognition phase. 

Keywords—The safety; MFCC; Intelligent Building; Speech Processing; Neural Networks; Hidden Markov’smodels; 

Classification 
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Abstract- In recent years, car-sharing systems have gained worldwide attention as a new solution to mobility problems such as 

pollution reduction and congestion. The operation of these transport systems needs a rigorous control and a suitable 

management strategy to have a high quality of service. In this paper, we develop an original discrete-event approach for 

modeling and analyzing the performance of car-sharing systems using stochastic Petri nets, taking into account their dynamic 

behavior under constraints such as battery charging and car maintenance.  

Keywords- Petri nets, Car-sharing, stochastic. 
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Abstract—This article shows the design modeling and simulation of an electric vehicle speed control with two rear wheels 

each of these wheels contains a DC motor (motor-wheel) which bases on a general sliding mode control speed scheme. The 

objective is to achieve the efficiency of the suggested SMC on the traction system. First, a PI controller is developed for EV. 

To evaluate the SMC robustness and the dynamic performance of the suggested 2WD for an EV, two EV speed control 

methods are presented and compared: PI controller and Sliding mode controller (SMC). The EV has been evaluated using the 

MATLAB / Simulink using three road constraints: the straight road, the sloping road, and the curving road to the right and left. 

The results of the simulation analysis and comparison of the two regulators, obviously demonstrate that SMC guarantees good 

efficiency and better response with zero overshoot, no steadystate error with rising time is 0.13sec compared to PI control 

(4.26%, 0.21sec). Moreover, the SMC guarantees the stability to drive during the curve compared to the classical controller. 

Instead of employing PI control, we propose sliding mode control to ensure stability and increase the control loop’s 

strangeness. The results demonstrate the dynamic response to compare the influence of load torque perturbations in the 

instances of two kinds of control. In the instance of sliding mode control, results show high load rejection, excellent response, 

and better tracking results than the classic controller. 

Keywords—electric vehicle (EV), DC motor, electronic differential (ED), sliding mode control (SMC), PI controller 
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Abstract— Nature-inspired meta-heuristic algorithms, especially those based on swarm intelligence, have already attracted 

more attention. We focus on the Firefly algorithm which is inspired by fireflies behavior and more used in global optimization 

problems. Its main feathers are a strong exploration, a few parameters settings and effortless operation. However, the firefly 

algorithm presents some drawbacks. This algorithm might be stuck in stagnation (the solutions do not enhance anymore), 

providing low accuracy and easily falling into the local optima in the global optimization search. The balance between 

exploration and exploitation cannot be well maintained. In this paper, in order to overcome these weaknesses, we will propose 

a new version of firefly algorithm called EFAPOX. It has been demonstrated that the FA performance depends strongly on the 

control parameters. Therefore, chaotic maps are used to generate fireflies and to tune attraction coefficient while a new strategy 

is applied for getting the random movement factor, α. For more diversity and avoiding local optima, a crossover operator is 

used and, after iterations’ threshold, a regeneration of some new solutions is done for replacing the worst in the population of 

fireflies. We based experiments on some standard testing benchmark functions. Compared to FA state-of-the art, the results of 

EFAPOX show the improvements are relevant in terms of high optimal solution quality and fast convergence. 

Keywords— Firefly algorithm, Meta-heuristic, Swarm Intelligence, Optimization. 
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